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NOTICE  

This document is disseminated under the sponsorship of the U.S. Department of Transportation in 

the interest of information exchange. The U.S. Government assumes no liability for the contents 

or use thereof. The U.S. Government does not endorse products or manufacturers. Trade or 

manufacturersô names appear herein solely because they are considered essential to the objective 

of this report. The findings and conclusions in this report are those of the author(s) and do not 

necessarily represent the views of the funding agency. This document does not constitute FAA 

policy. Consult the FAA sponsoring organization listed on the Technical Documentation page as 

to its use. 
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LEGAL  DISCLAIMER  

The information provided herein may include content supplied by third parties. Although the data 

and information contained herein has been produced or processed from sources believed to be 

reliable, the Federal Aviation Administration makes no warranty, expressed or implied, regarding 

the accuracy, adequacy, completeness, legality, reliability or usefulness of any information, 

conclusions or recommendations provided herein. Distribution of the information contained herein 

does not constitute an endorsement or warranty of the data or information provided herein by the 

Federal Aviation Administration or the U.S. Department of Transportation. Neither the Federal 

Aviation Administration nor the U.S. Department of Transportation shall be held liable for any 

improper or incorrect use of the information contained herein and assumes no responsibility for 

anyoneôs use of the information. The Federal Aviation Administration and U.S. Department of 

Transportation shall not be liable for any claim for any loss, harm, or other damages arising from 

access to or use of data or information, including without limitation any direct, indirect, incidental, 

exemplary, special or consequential damages, even if advised of the possibility of such damages. 

The Federal Aviation Administration shall not be liable to anyone for any decision made or action 

taken, or not taken, in reliance on the information contained herein. 
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EXECUTIVE  SUMMARY  

Next generation air traffic control systems, such as NextGen, will rely on digital systems making 

them vulnerable to rapidly evolving cyber threats from both internal and external sources. 

Recognizing the need for cybersecurity, the Federal Aviation Administration (FAA) has initiated 

steps to develop a comprehensive and strategic cybersecurity framework for FAA operations in 

the National Air Space (NAS). However, there are no agency guidelines or frameworks for dealing 

with the potential cybersecurity and safety risks from Unmanned Aircraft Systems (UAS) or 

related systems as they are integrated into the NAS. As the small UAS model fleet is projected to 

grow to more than 2.4 million over the next few years, a cross-organization UAS cybersecurity 

risk management to complement FAAôs efforts for securing NAS is needed. Before such a 

framework can be developed, a basic understanding of cybersecurity threats to UAS and the impact 

of their integration to NAS needs to be developed.  This project focuses on conducting a literature 

review to establish baseline information to inform the FAAôs approach to cybersecurity issues for 

UAS and UAS integration into the NAS. 

The research team, comprised of Oregon State University (OrSU), University of North Dakota 

(UND), and New Mexico State University (NMSU), conducted a literature review to understand 

the risk and impact of cybersecurity for UAS and their integration into NAS. This involved 

searching relevant technical academic and non-academic databases to identify relevant papers and 

documents from the last 10 years and reviewing them to identify cybersecurity threats to UAS and 

the risks associated with integrating them into NAS.  It is noted that FAA review of the findings 

does not constitute an endorsement by the FAA.      

Through a detailed review of nearly 550 academic articles, the team identified 41 potential 

cybersecurity threats to UAS and categorized them into five groups corresponding to the five main 

components in a UAS ecosystem, namely, UAS hardware (including sensors), UAS software 

(includes firmware), Network, Ground Control Station (GCS) and Cloud/Server backend (for 

Internet connected UAS). While the primary objective of this project was literature review for 

identifying cyber security threats, the team also reviewed existing UAS platforms and use cases. 

Building on previous ASSURE activities, the team identified 160 commercially available UAS 

platforms, and also reviewed major hardware and software components used in UAS build kits. 

Further, the team identified more than 128 UAS use cases across 22 industries. For assessing the 

cybersecurity threats to these use cases, the team organized them into eight categories using three 

attributes: autonomy, operational range, and UAS collaboration. They then identified relevant 

cyber threats to these use case groups. Finally, the team also took the first steps towards cyber risk 

assessment by performing a preliminary risk assessment for each phase of UAS operation from 

the 41 identified potential cybersecurity threats using FAAôs Safety Management System (SMS) 

framework. The project also identified mitigative measures against the identified threats through 

a preliminary review of NIST standards.  

This project sets the stage for follow-on projects to better assess the ease of realizing the threats 

identified in this work and better estimate their success and likelihood, and consequently provide 

more concrete guidance on the impact of integrating UAS into the NAS. The findings from this 

project lay the foundation to streamline and accelerate secure, safe, and efficient integration of 

unmanned aircraft into the NAS.
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1. INTRODUCTION AND BACKGROUND  

The FAA manages air traffic control through a complex network of information systems and air traffic 

control facilities. The FAA is currently modernizing its air traffic control operations through the 

implementation of the Next Generation Air Transportation System (NextGen) that includes digital 

communications between controllers and pilotsðknown as DataCommðand other technologies including 

satellite-based systems for tracking and managing aircraft.  Given this increased reliance on digital systems, 

rapidly evolving cyber threats from both internal and external sources could threaten the connectivity and 

operations of an increasingly complex aviation infrastructure. Recognizing the need for a cybersecurity 

strategy and a plan to address the emerging and evolving cyber threats to NAS, the FAA has initiated steps 

to develop a comprehensive and strategic cybersecurity framework for FAAôs operations and NAS. 

However, currently, there are no agency guidelines that provide a framework or direction on how to properly 

assess, identify, and mitigate cybersecurity or safety risks specifically for UAS or related systems as they 

are integrated into the NAS.  

This is a critical gap as the FAA Strategic Plan (2019-2022) forecasts that small UAS (less than 55 lbs) 

model fleet will more than double in size over the next five years from 1.1 million to over 2.4 million. It 

also projects that by 2022, small UAS non-model fleet will likely grow to over 450K from the current ~100K 

units. These increases would lead to a need for significant communication and coordination, and 

consequently would expose them to significant cyber threat risks. There is a need to develop a guide or 

framework that will establish cross-organization UAS cybersecurity risk management and complement 

FAAôs efforts for securing NAS. To establish such a framework or guide a basic understanding of 

cybersecurity threats to UAS and the impact of their integration to NAS needs to be established. This project 

focuses on conducting a literature review to establish baseline information to inform the FAAôs approach 

to cybersecurity issues for UAS and UAS integration into the NAS.  

1.1 Scope 

This effort considered the following questions that defined the scope for this literature survey: 

Question 1: What are the common use-cases and operations scenarios for small UAS (sUAS) (<55lbs; 

Group 1 and Group 2)? 

Question 2: What are the common sUAS platforms? This covers cybersecurity relevant aspects such 

as computing hardware, software, communication and coordination protocols, actuators etc.  

Question 3: What are cybersecurity threats and issues related to sUAS; and what is there on NAS? 

Question 4: What sUAS applications are impacted by cybersecurity threats and what agencies deploy 

those applications/sUAS fleets? 

Question 5: What mitigation strategies against the cybersecurity threats have been proposed in the 

literature? 

To ensure that the survey could be completed within the requested time frame, the scope was bounded by 

the following parameters: 

1. The survey, literature review, and analysis were limited to literature published within the last 10 

years. 

2. The effort focused on small UAS (<55lbs; Group 1 and Group 2), as they are likely to be the most 

commonly used for commercial purposes. Hereafter sUAS and UAS will be used interchangeably.  
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1.2 Objectives 

The overall objective of this literature survey is to support the establishment of a baseline model to identify 

and assess cybersecurity related risks of integrating UAS into NAS and undertaking a survey of strategies 

for managing such risks. Specifically: 

 Characterize the cybersecurity threat landscape around sUAS and their integration into the NAS 

through a survey of relevant academic and non-academic literature 

 Survey available strategies for managing evolving cybersecurity risks and their relevance to sUAS 

1.3 Sub-Tasks 

To meet the objectives, the literature survey is divided into the following subtasks: 

1. Review use cases and operations of UAS 

2. Survey common UAS platforms 

3. Identify and review academic and non-academic literature on cybersecurity issues related to UAS 

and their impact on NAS 

4. Identify UAS applications impacted by cybersecurity risks and the agencies deploying the 

applications 

5. Survey mitigation strategies available to counter the discovered cybersecurity risks 

The rest of this report describes how these tasks were carried out and discusses the key findings.   
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2 UAS USE CASES AND OPERATIONS REVIEW 

The goal of this sub-task is to identify and understand common use cases so the impact of cybersecurity 

threats and risks can be better understood. This sub-task involved surveying and identifying some common 

use cases and operations of sUAS to understand the scope of their deployments and integration into NAS. 

This team built on use case lists compiled in previous ASSURE activities, specifically A2, A18, and A19, 

and expanded them through a brief literature survey. It should be noted that the goal is not the creation of a 

comprehensive list of use cases, but to capture some common ones to be able to better understand the impact 

of cybersecurity threats and risks.  The team then surveyed literature (including industrial whitepapers) to 

identify emerging use cases.  

2.1  ASSURE Tasks A2, A18, and A19 Use Case Information 

Under the ASSURE A2 task, ñSmall UAS Detect and Avoid Requirements Necessary for Limited Beyond 

Visual Line of Sight (BVLOS) Operations,ò an extensive assessment of potential sUAS use cases was 

developed. These were documented by VanHoudt in a report titled, ñFAA Interim Technical Report: Small 

Unmanned Aircraft Systems Use Cases and Detect and Avoid Approachesò [1] and were later revised, 

updated, and included in Askelsonôs project report titled, ñSmall UAS Detect and Avoid Requirements 

Necessary for Limited Beyond Visual Line of Sight (BVLOS) Operationsò [65]. These two reports captured 

sUAS use cases as well as approaches for Detect and Avoid (DAA) aircraft in the immediate operating 

airspace. 

The desire was to understand the current sUAS use cases to better grasp the potential BVLOS use cases that 

can be enabled in the future.  The DAA and BVLOS applications are not germane to this current effort, but 

the categorization of use cases is applicable.  Use case information was gathered through public and industry 

data calls, and review of all 333 exemption docket data (summary information from more than 5,000 

exemption holders was included in these reports). Twelve general use areas were identified. Short 

descriptions of each are as follows: 

 Aerial Data Collection: Use cases that are either described simply as ñAerial Data Collectionò (or 

having a very similar description) or can most accurately be described as a use involving the 

collection of data by means of sensors or cameras on-board of the sUAS.  Separate from the 

definitions of ñAerial Surveying / Mapping,ò ñAgriculture,ò ñInspection,ò and ñResearch,ò the 

description given of the use case is not necessarily specific as to what data is collected and what 

purposes the data will be used for. 

 Aerial Photography/Videography: Use cases that are either described simply as ñAerial 

Photography/Videographyò (or having a very similar description) or can most accurately be 

described as a use involving the collection of pictures and videos for no other obvious or implied 

reason than to have the pictures or videos taken in the applications listed below. 

 Aerial Surveying/Mapping: Use cases that are either described simply as ñAerial 

Surveying/Mappingò (or having a very similar description) or can most accurately be described as 

a mapping or surveying operation for various purposes. 

 Agriculture : Use cases that are either described simply as ñAgricultureò (or having a very similar 

description) or can most accurately be described as a use involving the collection of data for 

agricultural purposes. 

 Emergency Services: Use cases which are either described simply as ñEmergency Servicesò (or 

having a very similar description) or describe a use case that can be described as aiding police 
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officers, firefighters, medical services, etc. or in the investigation of areas that are too dangerous to 

put a human being for investigative purposes. 

 Flight Training/Education: Use cases which are either described simply as ñFlight Training,ò 

ñEducationò (or having a very similar description), or describe a use case involving the training 

employees, students, or other users in the operation of sUAS technology, and/or procedures. Use 

cases involved in educating individuals on sUAS principles, or in demonstrating concepts in 

mathematics and sciences which can be demonstrated by sUAS technology. 

 Inspection: Use cases that are either described simply as ñInspectionò (or having a very similar 

description) or that describe a use case involving the inspection of different kinds of structures or 

areas for safety, upkeep, maintenance, etc.  

 Marketing: Use cases that are either described simply as ñMarketingò (or having a very similar 

description) or describe the capture of aerial images and videos for the express purpose of using 

these images and videos for the marketing of a business, product, or service. 

 Multiple Applications : Use cases which are either described simply as ñMultiple Applicationsò 

(or having a very similar description) or have been cleared for more than one general use case. 

 Research: Use cases which are either described simply as ñResearchò (or having a very similar 

description) or describe a use involving imaging and data collection distinctly for scientific 

research purposes. 

 Search/Rescue: Use cases that are either described simply as ñSearch / Rescue,ò or describe a 

scenario where a sUAS platform would be used to aid in various search and rescue operations. 

 Surveillance, Monitoring, etc.: Use cases that are either described simply as ñSurveillance,ò 

ñMonitoring,ò or having a description that can be categorized in a similar fashion.   

Each of these use cases were further broken down into subcategories to allow additional definition.  From 

the data collected, Aerial Photography/Videography had the most use cases by 333-exemption holders, with 

13,262 use cases granted between September 2014 and June 29, 2016.  The other most common general use 

cases included Inspection (7596), Aerial Surveying / Mapping (4116), Flight Training/Education (2399), 

and Search/Rescue (1917).  Researchers also collected information related to vehicle types, manufacturer 

metrics, and any applicable DAA related information. 

Under the ASSURE A18 task, the work from A2 was expanded and reported in ñDevelopment of an 

Operational Framework for Small UAS Beyond Visual Line of Sight (BVLOS) OperationsðNew Use 

Cases, Industry Focus, and Framework Expansionò [12].  The use cases gathered in A18 were focused on 

advancements or operations within the previous approximately two years and attempted to capture the 

growth and expansion stage for the industry.  Most use cases had adjusted and abided by the FAA Part 107 

rules which limit altitude operations to 400 ft.  The previously developed use case taxonomy was used as 

an initial basis for categorization of the different types of flights/missions.  This taxonomy was slightly 

revised to include twelve distinct categories with a catch all ñotherò category added. 

Specific representative use cases (with references) were detailed in each of these twelve categories and 47 

subcategories.  It was clear from assessing the user operations that many applications do not fall cleanly 

within any one set of particular categorization lines.  The applications and use cases often cover multiple 

areas during one mission.  The key applications using UAS include survey/mapping, imaging, 

environmental monitoring, patrol/security, disaster response, precision agriculture, and 

reconnaissance/surveillance/intelligence.  Almost all use multiple elements, and many are being fueled by 

better detector/sensor systems, improved data handling, and Artificial Intelligence.   

The focus of the A2 and A18 efforts was to gather and assess use cases in relation to potential BVLOS 

operations and the application of DAA technologies.  While DAA and BVLOS are not the focus of this 
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current work, the breadth of potential sUAS operations and use cases is applicable.  Table 1 is an extracted 

summary from this previous work of the application areas and use case applications. 

Of interest toward the data collection process, ASSURE Task A19, ñUAS Test Data Collection and 

Analysisò was to develop a safety case framework that supports UAS integration safety cases.  A safety case 

and an associated data schema were developed.  The approach taken was to understand the data for each 

phase of the framework consists of three primary factors: 1) identify the sources of data, 2) describe the data 

components of each phase, and 3) define the context for each phase of the framework.  The safety case 

development process was defined in four steps: 

1 Operational Context Definition 

2 Data Collection 

3 Safety Case 

4 FAA Approval 

While the overall safety case process is not applicable to this cyber and security task, the extensive listing 

of the metadata [64] collected is important.  This provides a full listing of operational parameters that can 

be collected related to the flight mission.  This listing can be reviewed for where vulnerabilities can be 

exploited by blocking information or in providing incorrect information.  This data listing has been provided 

to the A38 team for review. 
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Table 1. sUAS Use Cases Extracted from A18. 
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2.2 Other ASSURE Tasks 

There are a number of other ASSURE research tasks that will be exploring and expanding specific use cases. 

While the expected additions will be more detailed permutations of existing applications, it is worthwhile 

to note these other ASSURE tasks for potential future exploration.   

Task A31, ñSafety Risks and Mitigations for UAS Operations On and Around Airportsò will define the 

overall concept and specific use cases for conducting operations on the airport surface. This includes but is 

not limited to: 

 UAS airport inspections (buildings, infrastructure, etc.) 

 Ground operations (ex. transitioning across airport grounds) 

 Perimeter security 

 Foreign Object Debris (FOD) inspections 

 Taxiway and Runway inspections 

 Emergency response 

 Wake Turbulence Separation 

 Large UAS takeoff and recovery 

This task will consider the airspace class (B, C, D, E, G), towered/non-towered etc. for each applicable 

representative use case. 

Task A28, ñDisaster Preparedness and Responseò has a vision to develop a safe, effective, and standardized 

approach to enhance disaster recovery and emergency response using UAS.  One of the specific tasks is to 

ñSurvey of Experts for Disaster Preparedness and Response Use Case Development.ò  Additional use cases 

will be captured in this effort.  There are other ASSURE research tasks that may also add to the use case 

listings.  The recent FAA Remote ID rule could also have impacts to the cyber security review as well. 

2.3 Expanding Use Cases 

It is clear that definitive categorization of ñall use casesò is impossible due to the evolving nature of the 

vehicles, sensor/support systems, and potential user applications.  It has been stated before that the 

applications and uses of UAS are limited by the creativity of the proponents.  Many of the individually 

defined use cases are in essence different applications of common use case models.  For example, ñpackage 

deliveryò could be for commerce (e.g., purchased goods, warehouse operations, etc.), medical (e.g., testing 

supplies, test materials, organs for transplant, etc.), test materials, repair parts, transport of specialized 

payloads (e.g., semen for artificial cow insemination), emergency (e.g., defibrillators, warm clothing, or 

food/water), and much more.  Image and video capture are common across many different use cases from 

construction site management, disaster response, insurance claim validation, real estate, research, and much 

more. 

The use case listings change over time with a focus on the specific of the applications. Thompson noted and 

highlighted a few use cases years ago in ñ25 Commercial Drone Use Casesò [103], which included the 

following: 

1) Insurance Claim Validation 

2) Wind Turbine Inspection 

3) Construction Site Management  

4) Agriculture 

5) Live Gas Flare Inspection 
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6) First Aid 

7) Security 

8) Flash Flood Warning 

9) Organ Transplant Delivery 

10) Preventing Shark Attacks 

11) Wildlife Conservation 

12) Railway Safety 

13) Shipping Emission Monitoring 

14) Reforestation 

15) Cinematography 

16) Pipeline Leak Detection 

17) Cargo Delivery 

18) Journalism 

19) Search and Rescue 

20) Oil Spill Monitoring 

 

In 2020, Pozner prepared ñA Comprehensive List of Commercial Drone Use Cases (128+ And Growing)ò 

[87].  His focus was on commercial use cases.  He stated, ñIn broad terms there are seven (7) buckets of 

commercial use cases for drones: 

1. remove people from dangerous work; 

2. reduce the number of people needed; 

3. reduce the number of steps in the process; 

4. replace more costly methods; 

5. access inaccessible (by humans) locations; 

6. perform tasks quicker or more efficiently; 

7. and, perform functions people do not want to perform / not strong enough labor pool. 

 

For his assessment he uses these areas above as the start of his categorization. ñUnder these seven buckets 

we can see a plethora of industries and over 150 use cases,ò and he explores ñthe top twenty-two (22) 

industries that would benefit, in the short term, or could craft a compelling case for commercial drone use.ò  

His industry list and use cases are presented below. 

Food / Restaurant Industry 

1. Food Delivery 

2. Convenience Store / Grocery Delivery 

3. Food and Beverage Service (i.e at pools, on golf courses) 

4. Drone Waiter 

Hospitality & Tourism 

5. Mobile Hotels 

6. Food and Beverage Preparation 

7. Entertainment / Activity 

8. Security 

9. Property Maintenance 

10. Visual Marketing 

11. Life-guarding 

12. Transportation of Materials 

Healthcare 
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13. Medication / Prescription Delivery 

14. Blood Donation Delivery 

15. Laboratory Sample Collection and Delivery 

16. Vaccine Storage and Delivery 

17. Organ Transport 

18. Ambulance Drone 

Emergency Response 

19. Search and Rescue (Infrared and Visuals) 

20. Equipment Transport 

21. Inspect and Explore Disaster Areas (Indoor, Outdoor, and confined spaces) 

Humanitarian and Disaster Relief 

22. Damage and Infrastructure Assessment 

23. Restoration of Vital Services (Power, Phone, Wifi) 

24. Predict and Access Natural Disasters and Effected Areas 

25. Monitor and Combat Natural Disasters (Forest Fires) 

26. Distribute Food and Water 

27. Create 3D Models of the aftermath 

Disease Control 

28. Pest Control / Collection 

29. Pollution Monitoring and Control 

30. Disease Tracking and Monitoring 

Retail 

31. Product Delivery 

32. Product Organization, Storage, and Inventory 

Advertising / Visual / News 

33. Cinematography 

34. Videography 

35. Photography 

36. Advertising 

37. Promotional Item Delivery 

38. News Coverage 

Sports and Entertainment 

39. Synchronized Light Shows 

40. Floating Projection Screens 

41. Drone Puppeteers 

42. Drone Racing 

43. Drone Combat 

44. Broadcasting Sports 

45. Instant Replay / Officiating Assistance 

Agriculture 

46. Predict and Analyze Crop Growth 

47. Provide Aerial Views 

48. Pest Detection and Control 

49. Warning and Remedy of Crop Failure 

50. Perform Manual Redundant Tasks (i.e. seeding, planting, and spraying) 

Weather Forecasting 

51. Follow Weather Patterns 

52. Explore, Document, and Predict Severe Weather 
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53. Severe Weather Warnings 

54. Gather Data in Inhospitable or Extreme Locations (i.e. ocean depths, high atmosphere) 

Conservation 

55. Monitor and Track Animals 

56. Combat poachers 

57. Collect Samples 

58. Research Ecosystems 

Shipping 

59. Safety and Compliance Inspections 

60. Detect Emission Infractions and Identify Offenders 

61. Navigational Aids 

62. Search and Rescue 

63. Autonomous Shipping 

Construction  

64. Monitor Building Progress 

65. Topographic Mapping and Analysis 

66. Soil Analysis 

67. Surveying and Digital Mapping 

68. Inspections 

69. Physical Construction 

70. 3D Renderings 

Real Estate 

71. Photography and Videography (Exterior and Interior) 

72. 3D Renderings 

73. Infrared Analysis 

74. Property Tours 

75. Showcase and Suggestion of Amenities, Additions, or Additional Structures 

Insurance 

76. Inspection Of Claims 

77. Fraud Detection / Prevention 

78. Natural Disaster Monitoring and Modeling 

79. Drone Insurance 

Energy 

80. Infrastructure and Compliance Inspection 

81. Operate in Contaminated or Hazardous Areas 

82. Leakages and Spread Detection 

83. Energy Exploration 

84. Buildings and Transmission Efficiency Mapping 

Mining and Resource Exploration 

85. Exploration 

86. Surveying and Mapping 

87. Safety Inspections 

88. Inventory Management 

89. Security 

90. Mining Operations 

Urban Planning 

91. Traffic and Population Studies 

92. Terrain, Weather, Water, and Resource change Mapping 
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93. Traffic Direction 

94. City Centers Redesign 

Telecommunications / Entertainment 

95. Infrastructure and Compliance Inspection 

96. Radio Planning and Line-of-Sight Mapping 

97. Connectivity 

Airlines and Airports 

98. Search & Rescue 

99. Airport Air Security 

100. Infrastructure and Airplane Inspections 

101. Flight / Navigation System Testing and Verification. 

102. Cargo Delivery 

103. Pest Control 

Manufacturing and Inventory Management 

104. Manufacturing 

105. Assembly Lines Inspection 

106. Raw Materials Discovery 

107. Equipment Transport 

108. Inventory Location 

109. Inventory Measurement 

110. Order Compilation and Inspection 

Other Drone Use Cases 

111. 3D Renderings 

112. Fitness 

113. Video Games 

114. Security 

115. Repair Drones 

116. Machine learning service 

117. Spray Paint 

118. Ultrasonic testing (UT) 

119. Dry Film Thickness (DFT) 

120. Low- or High-Pressure Cleaning Solutions 

121. Firefighting 

122. Infrared Thermography 

123. Home Delivery (i.e., Dry Cleaned Laundry Delivery) 

124. Fishing 

125. Film: Wedding, Fireworks, Concerts, Parties, etc. 

126. Use a spotlight 

127. Carry equipment 

128. Indoor drone shows 

These are additional examples of how use cases are evolving, have similar performance or deliverables, and 

how they can be viewed through different lenses such as application, industry, or end products.  It is also 

worth noting that with almost every line item, one can take a deeper dive into the details.  An example of 

this using a quantitative assessment balancing the potential health impact and the potential supply chain 

impact for prioritization is in ñUAVs in Global Health: Use Case Prioritizationò by the ISG UAS 

Coordinating Body [40].  This provided a second level of four use cases/clusters: 

1) Delivery in response to medical emergencies 
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2) "Just in Time" resupply to campaigns 

3) "Just in Time" resupply to health clinics 

4) 2-way transport of diagnostic samples and treatment 

 

This is presented as an example.  Almost every top-level use case listed can be broken down into further 

details, approaches, and prioritizations.  There are further detailed levels that one can break any use case 

down into whatever set of metrics one desires including flight times, payload capacity, power, etc. 

2.4 Use Case Categorization in Relation Operations 

Almost all ñuse caseò lists center on the functions unique to the application or industry.  Descriptions of the 

applications tend to focus on the uniqueness of the use cases or the desired end product.  The listing is 

function/product focused.  From a review in relation to Cyber Security and Safety, the approach needs to be 

oriented from the opposite perspective.  What is the smallest common baseline set of areas that are 

potentially subject to compromise? The overall use case taxonomy generated is fine for assessing common 

markets and approaches.  From a cyber security standpoint, in an inspection use case, for example, it 

generally does not matter what is being inspected.  It is the planning, operation, command, control, imaging, 

data, etc. that are all common elements.  

Per the proposed plan, the use-cases and operations of UAS were reviewed to understand the scope of their 

deployments and what these deployments require in terms of integration with the NAS.  An attempt to 

restructure the use cases to be able to capture vulnerabilities to common potential threats was assessed.  

Regardless of the specific application, all flight operations have similar functional elements.  It is valuable 

to look at the flight operation in terms of the ñmuscle movementsò for each type of use case. 

A flight process for all missions and use cases is presented below.  This should serve as a starting point to 

highlight classes of vulnerabilities and points of vulnerability under the broader use case categories.  A 

network attack, firmware attack, sensor attack, or ground station attack can be independent of the specific 

use case and may be a function of timing within an operation. 

The approach was to map common functions to the use cases.  This can serve as a starting point to map 

specific vulnerabilities to each type of operation and when in the operation they might be applicable.  The 

UAS Phases of Operation and ñmajor muscle movementsò are as follows: 

UAS Phases of Operation 

 Pre-Flight / Mission Planning 

o UAS Selection 

o Payload /Sensor Selection 

o Flight Planning (both for manual and autonomous) 

o Programming flight (autonomous only) 

 Preparation /System Checks (applicable at almost all phases of mission/flight) 

o Ground station 

o Flight controls 

o Data links 

o GPS 

o Magnetometer 

o Power ï battery/fuel 

o Environment 

 Launch 

o System checks (similar to those noted above) 
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o Altimeter verification 

 Flight 

o Manual 

o Autonomous ï Flight plan verification 

 Mission/Application 

o Ground Station 

o Data Relay ï Telemetry 

o ñPayloadò data 

 Video relay 

 Sensor information 

 Return to Land 

o Manual 

o Autonomous 

 Post- Flight 

o Ground Station 

o Data Download 

 

One has to assess potential issues based on the phase of the mission.  For example, during flight one has to 

look at the potential issues with GPS, RF, data, video, sensor, etc. 

Segregation of systems at all phases is another attribute to consider based on use case.  A ground station 

connection to the internet ï pre/during/post operations--can be an opening.  This also holds true for the 

sensors that require connection to the internet for operation or to download data, and any flight item that 

connects to the UAVôs autopilot (ex. for DAA operations sensor pointing, etc.)  Segregated ground stations 

and sensors do not have these same access points. 

This categorization has been done in relation to operations and can be applied to the general use case 

categories developed under ASSURE Tasks A2 and A18.  This can also be done for the industry-based 

applications presented in Section 4.  All 128 use cases could be mapped back to the one presented in Section 

2.  Deeper dives could be made for each specific use case area. 

2.5 Summary 

UAS use cases from previous ASSURE Tasks A2 and A18 were reviewed for applicability to the A38 UAS 

cybersecurity literature review task.  Additional sets of use cases were also documented.  The overall use 

case taxonomy generated was appropriate for assessing common markets and approaches, but from a cyber 

security standpoint, it is common elements related to the planning, operation, command, control, imaging, 

data, etc. that are the best approach for assessment.  

The use cases previously generated were broken down into the flight operation in terms of the ñmuscle 

movementsò for use cases. This should serve as a starting point to highlight classes of vulnerabilities and 

points of vulnerability under the broader use case categories.  This can serve as a starting point to map 

specific vulnerabilities to each type of operation and when (timing) in the operation it might be applicable. 
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3 SURVEY OF COMMON UAS PLATFORMS  

3.1 Rationale 

A survey of common UAS platforms comprising the current commercially available small UAS market was 

performed to identify common sUAS platforms, covering hardware, software (including firmware, 

operating systems, middleware etc.) and communication and coordination protocols, as well as 

commercially available components used for construction of sUAS (including flight controllers, processors, 

actuators, etc.).  The rationale for this sub-task was to determine specific vulnerabilities of common UAS 

platforms and UAS modules and observe whether any patterns of cybersecurity vulnerability emerge when 

searching a representative sample. Any patterns that emerged can inform threat landscape in terms of scope 

of vulnerability and magnitude of risk. 

3.2 Methodology 

The methodology initially built on outcomes from ASSURE Tasks A2 and A18. Following the results of 

those activities, the team surveyed the available UAS platforms on the market, and component modules 

available to build sUAS. The results informed a framework of categories that would both capture and 

organize all reasonably available Commercial-Off-The-Shelf (COTS) small UAS.  

A usable framework of categories that would both capture and organize all reasonably available COTS 

sUAS was needed. Several iterations of the framework were tested and reviewed, and the final selection 

was a spreadsheet version. Excerpts from this spreadsheet are located in the results section, with the entire 

spreadsheet attached as an external accompanying document (A38-UASPlatforms-Table.xlsx). The 

framework, spreadsheets, and table entries were developed by the team to create a list of UAV 

manufacturers and distributors (like DJI, E-flite, Aerovironment, etc.) that were commonly known. With 

the known company names and distributors, the team searched each company/manufacturer website 

individually to return results for their off the shelf aircraft to be added to the list. For each individual aircraft, 

the company website was used to gather as much detail in each of the categories in the COTS table as 

possible.  The team also searched each individual aircraft to check for other aircraft specifications that could 

potentially conflict with or indicate error in the information on the website. There were no cases of 

conflicting information, so this last verification step indicated good data. 

In addition to the COTS list, the team generated a list of search terms that would yield results finding  aircraft 

manufacturers and distributors that weren't already known and that may not be as well known (e.g. 

multirotor, fixed wing, RC, commercial, precision ag, etc..) which yielded several more companies and 

distributors (like Teal Drones and Terraview). The team again scoured their websites and all available 

information to add each aircraft to the list and additional aircraft information under each of the COTS 

categories. The results were again verified for conflicting information by searching the company and aircraft 

name using different search engines. There were no cases of conflicting information.  

For the modular component tables, the team started with the assumption that only listing COTS aircraft was 

too limiting from a cyber security standpoint, as aircraft airframes can easily have various critical 

components changed or substituted. These modular components can be compromised just as those on the 

aircraft and those that are part of the ground control station. The modular parts of the aircraft critical to 

cybersecurity are the autopilot/flight controller, telemetry receiver for the autopilot, GPS, and receiver. The 

modular parts that are part of the ground control station critical to cybersecurity are the physical 

controller/transmitter and telemetry transmitter for the autopilot. The team created different sheets for each 

of these modular parts categories to track manufacturers and distributors and different modular part names.  
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For each sheet, the process was identical to finding aircraft and specifications above. The team Subject 

Matter Expertôs (SME) first generated a list of manufacturers and companies they already knew and used 

that to search for and fill in the different sheets with component names. However, for modular components, 

new categories were created to ensure the necessary specifications critical to C2 were added to the list. The 

SME's first added the categories they knew were critical to each component and cybersecurity and these 

were verified with the A38 team cybersecurity experts (processors, wifi enabled, frequency, 

communications protocol, etc.). The next step was generating a list of relevant search terms for each type 

of modular component to identify manufacturers and companies that were not already known. More were 

identified and the components and extra specifications were added. All of this information was verified by 

searching the specific part names in different search engines to search for any conflicting information and 

again, there was none. 

3.3 Findings 

The tabulated results can be found in an accompanying external document (A38-UASPlatforms-Table.xlsx), 

and excerpts of the most relevant COTS and modular units tables are found in Table 2.
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Table 2. COTS UAS Descriptions. 
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Table 3. Modular GPS Descriptions. 
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Table 4. Pixhawk & Non-Pixhawk Controllers. 
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4 LITERATURE REVIEW OF UAS CYBERSECURITY AND IMPACT ON NAS  

This sub-task formed the core of the literature review effort with the goal of identifying known cybersecurity 

threats/risks to UAS, their impact on UAS integration into NAS, and any potential defenses that have been 

discussed in the literature. At a high-level this involved i) identifying and compiling a corpus of relevant 

literature published within the last 10 years, ii) analyzing the corpus, and finally iii) summarizing the 

findings. The process used for identifying, collecting, and reviewing the corpus is described next, followed 

by a discussion of the findings from three different perspectives.   

4.1 Corpus Compilation and Review Methodology  

The first step in the literature review process was identifying and compiling a list of relevant literature. The 

research team started out by identifying a list of initial keywords shown in Table 5 to be used for searching 

the technical databases. 
Table 5. Initial List of Keywords. 

UAS Terms Cybersecurity Terms 

Unmanned Aircraft System 

Unmanned Aerial Vehicle 

Remotely Piloted Vehicle 

Optionally Piloted Vehicle 

Urban Air Mobility 

Cyber-security 

Cyber-physical security 

Cyber attacks 

 

Keyword pairs were created by combining one keyword from the list of UAS terms and one keyword from 

the list of cybersecurity terms. Both hyphenated (e.g., cyber-security) and unhyphenated (e.g., 

cybersecurity) versions were used. Keyword pairs were then used to search technical databases for articles 

that are of potential relevance to this project. Three key technical databases were selected initially, namely, 

IEEE, ACM, AIAA. Searching these three databases was deemed sufficient to provide a good snapshot of 

the relevant literature especially since ACM database also holds metadata on technical articles contained in 

other technical databases.   

 

The team wrote programs to automatically connect to the technical databases and obtain metadata for 

technical articles that match the search criteria. Note that the entire paper is searched for matching keyword 

pairs and not just the metadata.  The metadata of the matching article (title, authors, venue, etc) was fetched 

from the database and stored in a shared team database. Matching articles were then reviewed in phases that 

progressively narrowed the corpus or articles to identify the most relevant articles. At a high-level, team 

members performed a quick review of the abstracts of the articles fetched from technical databases to ensure 

that the article was indeed relevant to the project. All articles deemed relevant were then reviewed in detail 

(i.e., the full technical article) and synthesized in the next phase of the technical review. The review task 

was undertaken in a distributed manner among the partnering institutions with the technical articles to be 

reviewed split between the institutions based on the expertise (e.g., network security, platform security, 

communication security, aviation, UAS platforms, NAS etc.). 

4.1.1 Keyword Expansion & Database Construction 

Additional relevant keywords were discovered after obtaining the search results from technical databases 

using the initial keyword list. The team added keyword terms to find articles related to legislation, standards, 
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and policy related to UAS. Terms related to cyber-security were also broken into single word pieces. The 

final list of keywords is shown in Table 6. 

Table 6. Expanded List of Keywords. 

UAS Terms Cybersecurity Terms 

Drone 

Unmanned 

Aerial 

Piloted 

Urban Air Mobility 

National Air System 

FAA 

Federal Aviation Administration 

Attack 

Cyberattack 

Security 

Cybersecurity 

Cyberphysical 

Cyber-physical 

Safety 

 

Each query for searching the technical databases comprised a pair of keywords created by combining one 

keyword from UAS terms and one from cybersecurity terms. Each query was written to match articles in 

the technical databases (IEEE, ACM, AIAA) that contained both the keywords. As a result, 56 queries (8 

keywords from UAS terms and 7 keywords from Cybersecurity) were performed for each database. The 

team wrote programs to automatically connect to the technical databases and obtain metadata for technical 

articles that match the search criteria. The search was limited to articles published between 2010 and 2020. 

 IEEE: Digital library of IEEE, namely IEEE Xplore, provides users with Application 

Programming Interface (API). The team wrote a program in Python that leveraged the IEEE API 

to collect the matching articles successfully. More information about IEEE Xplore API and 

documentation can be found here: https://developer.ieee.org. 

 ACM and AIAA: As no API was available for these databases, the team utilized an open-source 

framework for web-crawling. Programs were written for each database as the web pages listing 

the results had different user interfaces and design. 

Once articles matching with keywords were fetched, they were processed before saving into the database. 

As the same article can match multiple queries, duplicate articles needed to be identified and merged. If an 

article matches several different queries, that is, it has multiple keyword pairs, it indicates that it might be 

more relevant to our survey. Therefore, during the deduplication process, a score was assigned to each article 

to show the number of different matched queries (or keyword pairs). The team collected 10278 articles from 

the digital library of ACM, 8117 from AIAA and 6995 from IEEE after deduplication for a total of 25390 

articles.  

To streamline the research collaboration among the geographically distributed team members from multiple 

institutions, the team used an open-source reference management software called Zotero. A private database 

of articles was created in Zotero cloud that is only accessible to the team members. In addition to capturing 

metadata such as title, author, year etc., Zotero allows tagging each article with custom tags. The team wrote 

software to automatically tag each collected article with the keyword pairs the article contains and the 

number of unique keyword pairs it contains when importing the article into the Zotero database. 

https://developer.ieee.org/
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4.1.2 Refining and Reviewing the Corpus 

As more than 25,000 articles matched the search queries, the researchers needed an efficient process for 

identifying the most relevant articles and reducing the corpus to a size manageable within the tight time 

constraints of this project.  Not all articles matching the keyword search may be relevant as some articles 

may simply be referring to UAS as motivating examples but without being specifically about UAS security 

issues. The team used a multi-stage iterative review process: i) reviewing the article abstracts to better 

identify and categorize relevant articles, and ii) performing a full technical review relevant articles from the 

previous stage. After each round of review, the tag system of Zotero was utilized to add custom information 

for each article including the categories that the article covers. The list of categories used are listed in Table 

7. 

4.1.3 Abstract Review Stage 

Team members performed a quick categorization of the articles based on a review of the abstract. If the 

article was deemed relevant, the reviewer would accept it and categorize it into relevant topics by attaching 

category tags. Three kinds of tags could be assigned in Round 1. First, a reviewer tag, including reviewerôs 

name, was assigned at the start of review to let collaborators know the article was being reviewed and who 

the reviewer was. Second, a result tag was assigned indicating whether the article was being accepted or 

rejected, based on the review. Lastly, a reviewer assigned one or more category tags to the article. Note that 

a single article can have multiple category tags. For example, articles introducing attacks usually also discuss 

potential countermeasures, leading to both attack and defense tags being associated with the article.   

Table 7. Category Names and Tags Used in Survey. 

Category Category Tags 

UAS Use Case Papers usecase 

UAS Attacks attacks 

UAS Security Defenses defenses 

UAS Platforms (HW/SW) platforms 

National Air Space/Flight Operations/Air Traffic Management --- Overview nas 

UAS Standardization standardization 

UAS Regulations regulations 

Standards for UAS security security-std 

Legal/Policy/Property/Ethical Issues policy 

Major Players (companies, platforms, use cases) players 
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The team reviewed 6,833 articles in the abstract review stage. Although the team could not review all 

25000+ articles, the team prioritized the abstract review using keyword pair match scores so as not to miss 

potentially more relevant or important articles. As mentioned earlier, the score of an article was based on 

the number of matched keyword pairs. Team reviewed articles with the highest scores first. Abstract review 

stage was deemed complete when all articles with keyword pair match score of 4 or higher were reviewed. 

At the end of the review stage 1,294 articles were accepted for further review in the next stage. The number 

of accepted articles at the end of the review stage in each category is shown in Table 8 below.   

Table 8. Number of Papers Accepted in each Category after Abstract Review Stage. 

Category tags Accepted in Round 1 

usecase 233 

attacks 164 

defenses 321 

platforms 235 

nas 110 

standardization 15 

regulations 39 

security-std 45 

policy 28 

players 27 

no category tags 249 

 

4.1.4 Technical Review Stage 

Articles selected for further review in the previous stage were reviewed in detail in this stage. A review 

process similar to the one in previous stage is followed, where the reviewer name tag (which can be different 

from the reviewer in the previous round) was added at the beginning of the technical review, with an optional 

result tag added at the end of the review to highlight the relative importance/relevance of the article for the 

survey. A summary for each article reviewed was created and shared with the rest of the team. The team 

reviewed 547 articles in this stage. Table 9 shows the number of reviewed articles for each category in this 

stage. This stage of review was concluded both due to diminishing return in terms of new information (i.e., 

new attack categories or defense techniques) and due to the tight timeline of the project. A listing of the 

papers in each category is available in an accompanying document (A38-LiteratureReview-Library.xlsx). 

Table 9. Number of Articles Reviewed in Detail by Category. 

Category Tags Round 2 
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usecase 76 

attacks 124 

defenses 294 

platforms 67 

nas 24 

standardization 15 

regulations 37 

security-std 15 

policy 28 

players 8 

no bucket tags 24 

 

4.2 UAS Components 

The findings from the survey regarding the threat landscape facing UAS and their integration into NAS are 

organized and presented in this report from two perspectives: i) organized by UAS components, and ii) 

organized by UAS operational phases. The team discusses the key UAS components (see Figure 1)  before 

discussing the threats and threat vectors impacting these components. Component wise organization of 

threats to UAS presents a useful way to understand the threat landscape and the potential impact of such 

threats and has also been used in multiple prior works. Please note that the researchers use the term 

Unmanned Aerial Vehicle (UAV) to emphasize that the scope of hardware and software is within UAV, not 

entire UAS. 

4.2.1 UAV Hardware  

The hardware components of UAV include physical components of the UAV, such as body, propellers, 

sensors (e.g., GPS, IMU), actuators (e.g., motor), etc. as listed below.    

 GPS Transceiver 

 Inertial Measurement Unit (IMU): gyroscope, accelerometer, magnetometer 

 Optical:  Camera, LiDAR, radar 

 Processing: processor and memory 

 Body 

 Actuator 

 Payload 

 Others: ADS-B transponder, Remote ID module 

While the researchers do not focus on physical threats in this work, cyber threats to other hardware 

components such as the sensors, actuators, and processing elements would be very relevant. 
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Figure 1. Components of UAS. 

4.2.2 UAV Software 

The software components of UAV include software programs installed in the UAV, such as the firmware, 

operating system, and application programs that are either pre-installed or possibly installed by the user 

(e.g., to control a special payload). 

4.2.3 Ground Control Station (GCS)  

Ground Control Station includes the system that controls the UAV remotely from the ground. It consists of 

hardware and software of the remote site/controller and the operator (e.g., human pilot). 

4.2.4 Network/Communication Link 

This includes communication networks and channels, and protocols used in UAS. This mainly refers to 

drone-to-GCS communication, but it also includes drone-to-drone, drone/GCS-to-server communications, 

and communications to services such as GPS. Such communications may take place over Wi-Fi, Ad-hoc 

Networks, cellular, or other networks depending on the application and environment context.  

4.2.5 Server/Cloud  

Server/Cloud refers to remotely located cloud servers or services that store information regarding UAS such 

as flight logs and registration information.  

4.3 Threat Landscape Organized by UAS Components 

This section covers a wide range of attacks against UAS that were identified in the literature. The attacks 

are categorized by the targeted components of the UAS. As shown in section 4.2, we have 5 categories for 

UAS components. Potential threats against each category of UAS component are discussed below. Common 

Weakness Enumeration (CWE) is the community developed list of software and hardware weakness types, 

maintained by MITRE [100]. Existing CWEs relevant to each threat are also listed. 
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4.3.1 UAV Hardware 

A UAV contains various hardware components. Hardware attacks encompass any attacks against hardware 

components to make them malfunction or be manipulated by the attackers. Attacks in this category mostly 

focus on the parts whose role is to perceive the environment: sensors. In addition to the physical hardware, 

attacks can target related algorithm, which is responsible for processing the raw data. Two major attacks 

targeting hardware are jamming and spoofing, and they are labeled with the different kinds of hardware 

components. 

Table 10. Threats to UAV Hardware. 

Attack 

Reference 

Method of 

Attack  Description Relevant CWEs 

HW-S/GPS 
Spoofing - 

GPS 

Synthesizing and transmitting a false GPS 

signals to deceive a target GPS receiver's 

location; Meaconing refers to capturing 

legitimate GPS signal and rebroadcasting 

with a delay, affecting the timing 

estimation and ultimately the GPS 

receiver's location. 

- CWE-346: Origin Validation Error 

- CWE-940: Improper Verification of 

Source of a Communication Channel 

HW-S/OS 

Spoofing - 

Other 

Sensors 

Compromising a computer-controlled 

sensor by reporting false data collected by 

the sensor instead of the actual data. 

- CWE-346: Origin Validation Error 

HW-

S/ADSB-ID 

Spoofing - 

ADS-B, 

Remote ID 

Broadcasting illegitimate or modifying 

legitimate broadcast messages such as 

ADS-B, Remote ID 

- CWE-346: Origin Validation Error 

- CWE-940: Improper Verification of 

Source of a Communication Channel 

HW-

S/ADSB-ID 

Spoofing - 

Actuator 

Sending signals (e.g electronmagnetic) in 

an attempt to spoof signal going from the 

controller to the actuators. 

- CWE-346: Origin Validation Error 

- CWE-940: Improper Verification of 

Source of a Communication Channel 

HW-J/GPS 
Jamming - 

GPS 

Transmitting signals to impede reception 

of GPS signal (i.e., impacting GPS 

availability). 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 

Amplification) 

HW-J/OS 

Jamming - 

Other 

Sensors 

Spamming signals towards a drone's 

mounted sensors in an attempt to output 

unreliable/unstable environmental 

readings. 

- CWE-400: Uncontrolled Resource 

Consumption 

HW-

J/ADSB-ID 

Jamming - 

ADS-B, 

Remote ID 

Fill ADS-B frequency band with noisy 

signal, or spamming high volumes of 

ADS-B broadcasts in the hopes of 

jamming a target UAS's 

receiver/transceiver 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 

Amplification) 

HW-J/A 
Jamming - 

Actuator 

Spamming signals (e.g electronmagnetic) 

in an attempt to perform a denial of 

service on the link between the controller 

and actuators. 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 
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Amplification) 

HW-FF 
Firmware 

Flashing 

Physically flashing the firmware, and 

replacing it with a modified, potentially 

malicious version. 

- CWE-693: Protection Mechanism 

Failure 

- CWE-1191: Exposed Chip Debug 

and Test Interface With Insufficient or 

Missing Authorization 

HW-SCA 

Supply 

Chain 

Attack 

Gaining control of suppliers to modify 

hardware components 

- CWE-506: Embedded Malicious 

Code 

- CWE-507: Trojan Horse 

 

Jamming: If the attackers can add the noisy signal into the medium (e.g. radio signal, sound, etc.), the 

receiver may not be able to differentiate the correct signal from the noise, resulting in the state of denial-of-

service. 

GPS: Attackers can jam the GPS receiver by filling the radio frequency band with noisy signals. As it is 

known that GPS signal for civilian use is neither encrypted nor authenticated, the receiver can be jammed 

when the noise signal is as strong as legitimate signals from satellites at the victim UAV. Many recent UAS 

have a fail-safe mode when GPS signal is not available (e.g., the signal is too weak) or not recognizable. A 

known course of actions triggered by fail-safe mode might be exploited. Jamming GPS can be achieved 

without just applying noise signals. Moser et al. conducted experiments to show that GPS signals can be 

canceled [74]. They could craft and apply a signal that appears identical in shape to the legitimate signal but 

is actually out-of-phase. This makes the signals create a destructive interface. 

ADS-B/Remote ID: Similar to GPS, radio frequency band is used for ADS-B protocol and also expected to 

be used for Remote ID. If those frequency bands are filled with noise, it is possible that they cannot 

recognize the legitimate signal either. 

Other sensors: Other than transceivers mentioned above, UAS may include other sensors such as Electro-

Optical (EO) system, LiDAR, radar, etc. Deceptive jamming, for example, is that the attacker sends pulses 

to the target radar which has the same frequency and similar power as a typical reflected pulse from actual 

objects, thus resulting in false objects from radarôs view. It is possible that any other sensor could be jammed 

if the medium that signal is being carried with is filled with similar but noisy signals; although it is not as 

easy as the case for radio frequency. Son et al. showed that Micro-Electro-Mechanical Systems (MEMS) 

gyroscopes, part of Inertial Measurement Unit (IMU), can fail when a strong signal, whose frequency is the 

same as the resonant frequency of the gyroscope, is applied [95]. As they found that many commercially 

available gyroscopes have resonant frequency in audible frequency (AF) range, they could demonstrate the 

attack by placing a speaker close to the MEMS gyroscope. 

Actuators: Actuators, such as motors and payload, are controlled by the flight controller. If the attacker has 

access to the controller or the connection between two, they can attempt jamming by spamming noisy signals 

or sending messages not executable by the actuators. This may result in halting or even cause permanent 

damage. It requires the attacker to take control of the flight controller or connection prior to jamming, thus 

it adds a higher obstacle from the attackersô perspective. 

Spoofing: Beyond the jamming attack, where noise signals interfere with the legitimate signal, the goal of 

a spoofing attack is that the target recognizes the signal from the attacker as a legitimate input. 
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GPS: When attackers can generate and apply their own signals to the GPS receiver, the victim can be misled 

about location. As creating and synthesizing radio signals becomes easier with Software-Defined Radio 

(SDR), spoofing the GPS could be accessible to more potential attackers. Noh et al. shows that GPS spoofing 

can be used as a defense to deny a UAS from the designated area by spoofing their GPS [82]. 

ADS-B/Remote ID: Because ADS-B and Remote ID protocols assume users are compliant with the rules, 

their message formats are public, and messages are not encrypted, the bar against the attacker is not high 

enough to prevent spoofing attacks against ADS-B and Remote ID transponders. Attackers can forge and 

broadcast the messages with fake information. Manesh et al. did experiments upon a simulation platform 

that they could inject false ADS-B message to create ghost UAS, causing nearby UAS to deviate abruptly 

to maintain well-clear zone [62]. 

Other sensors: Sensors process the raw data and output the measurement by applying relevant physics. If 

attackers can override the legitimate input with the maliciously crafted raw data, sensors can be deceived 

and output incorrect measurements. Nashimoto et al. showed that a known attitude-heading reference 

system (AHRS) algorithm used for inclination measurement can be spoofed by manipulating noise level in 

sensor input [78]. Sensor fusion, where a measurement output is decided by multiple sensors, can be deemed 

as a defense strategy. However, Dash et al. demonstrated that even a sensor fusion algorithm protected by a 

certain intrusion detection system (Control Invariant by Choi et al. [15]) can be spoofed if the attacker uses 

a crafted data set for sensor input [20]. Beyond jamming using resonant frequencies demonstrated previous 

works, Trippel et al. showed that resonant frequency can be used to control the MEMS accelerometer [104]. 

Optical sensors such as cameras are also used to determine movement of system. Davidson et al. 

demonstrated that optical flow system, which is downward-facing camera to the ground, can be spoofed by 

projecting forged image using projector or laser. Because the algorithm in the UAS in their experiments 

assume the ground image is stationary, the victim UAS is drifted if the algorithm recognizes the projected 

image as legitimate input and that image is intentionally drifted [22]. 

Firmware Flashing: Firmware flashing includes that the attacker replaces the firmware of any hardware 

components with a malicious version via physical access. Modifying the firmware remotely via the chain 

of vulnerabilities in software will be discussed in the software section. 

Supply chain attack: Supply chain attack in hardware includes external attackers, as well as malicious 

suppliers, gain the access to the manufacturing process for a certain hardware component, resulting in 

producing physically flawed products. If those components are not examined and are crucial for 

maneuvering or executing missions, a propeller for example, it might cause the failure in completing the 

mission. The cases when the components containing malicious software are supplied are classified as 

software attacks. 

4.3.2 UAV Software 

The operating system would take a major part of UAV software, but there would be other firmware on 

microcontrollers for sensors, motors, communications, etc. Control and application software are also another 

major category.  

 

Injection: Without modifying software, attackers can inject malicious code via legitimate I/O channels of 

software. In addition, attackers can put erroneous or disguise data in the database. If the software counts it 

as normal data, it can trigger malicious behavior when it is read and executed. 

 

Buffer overflow: Buffer overflow is a well-known vulnerability category in cyber security, caused by poor 

memory management. Using buffer overflow, attackers can write over the memory of the application and 
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break the execution path. Although various defense strategies are available, each of them has overhead and 

it might be critical for applications in real-time. Habibi et al. targeted a specific platform (Ardupilot Mega 

2.5) and exploited buffer overflow vulnerability in the running code [36]. 

 

Malware: Attackers can infect the software with malwares when the UAS is connected, via physical ports 

(e.g., USB) or wireless channels. After being infected, malwares can actively cause issues, or passively 

infect other software and gathering information, or stay inactive then be activated only if specific conditions 

are met to maximize damage (e.g., on a mission, take-off/landing) 

 

Firmware modification: One of the ways to modify firmware is mentioned in the previous section through 

physical tampering. Another way to achieve this goal remotely is using the firmware update process. 

Without proper authenticity and integrity check, attackers can upload a modified version after they analyze 

the official firmware by disassembling and reverse-engineering. 

 

Battery draining: If an attacker succeeds in gaining the privilege to execute commands, they can simply 

load a heavy process to keep the processing unit working with the highest clock speed. In another scenario, 

attackers would try to prevent the transition to ñenergy saving modeò or ñsleep modeò by waking the target 

UAS up by sending an input whenever the victim is about to sleep. This will cause abnormal increase in 

energy consumption and in turn, the duration of operation may deteriorate. 

 

Supply chain attack: As introduced in the hardware section, similar attack surface exists in the supply chain 

of software. Attackers, including malicious suppliers, can infiltrate the repository for software to be 

delivered to drone manufacturer, or firmware to be installed in the part they supply. Malware such as 

backdoor, worm, etc. can be installed. Unlike supply chain attack in hardware, the same attack in software 

regime would be more difficult to detect because the inspection is limited for software. 

 
Table 11. Threats to UAV Software. 

Attack 

Reference 

Method of 

Attack Description Relevant CWE 

SW-CI 
Code 

Injection 

Introducing additional instructions with 

malicious intent (i.e., Sensor Parsing, Control 

Algorithm Adjustment, Memory Leaks, and 

Structured Query Language injection). 

- CWE-77: Improper Neutralization 

of Special Elements used in a 

Command ('Command Injection') 

SW-DI 
Database 

Injection 

Exploiting database vulnerabilities, typically by 

adding erroneous data 

- CWE-943: Improper Neutralization 

of Special Elements in Data Query 

Logic 

SW-FM 

Firmware 

Modificati

on 

Modifying the firmware to get to the ultimate 

target. Requires acquiring samples of an 

official firmware update, then analyzing, 

disassembling, and attempting to infer the 

method used by the device to validate updates. 

 

SW-BD 
Battery 

Draining 

Causing the system to rapidly exhaust its 

battery by forcing it to never sleep or to 

execute jobs with high computation power 
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SW-BO 
Buffer 

Overflow 

Caused by overwriting the memory of 

application to change the execution path of the 

program that exposes private information 

- CWE-119: Improper Restriction of 

Operations within the Bounds of a 

Memory Buffer 

SW-MI 
Malware 

Infection 

Infecting software of the system with deliberate 

harmful intent by exploiting vulnerabilities in 

software that are unknown or not fixed yet 

 

SW-SCA 

Supply 

Chain 

Attack 

Gaining access to supplier computers and 

modifying the firmware, e.g., pre-installing 

back doors, malicious code, etc. 

- CWE-506: Embedded Malicious 

Code 

- CWE-507: Trojan Horse 

 

4.3.3 Ground Control Station (GCS) 

GCS can have various forms - from single human pilot with a remote device or smartphone as a remote, to 

a large ground facility with multiple operators that manage a fleet of drones. As GCS consists of human 

operator(s) and control station, attack vectors would be divided into two from attackersô view respectively. 

Even if a UAS is fully autonomous and no human pilot is needed, human operators who plan and manage 

the ground station can still be targeted. The second part, control station, can be viewed as a standalone 

cyber-physical system, with its own hardware and software, recursively. Further categorization by 

óhardwareô and ósoftwareô in GCS, however, might cause confusion in the taxonomy. To prevent this, the 

team considers GCS as a whole and connects methods of attack directly with it. 

 

Because GCS communicates with both UAV and server via network link, attackers might leverage this 

connectivity to attack GCS remotely. If attackers have a remote access to the remote device, they can utilize 

known or zero-day vulnerabilities to perform various kinds of attacks on GCS. It can result in attackers 

having access with higher privilege (e.g., root), cutting connection with the UAV by forcefully quitting 

running applications, and gathering information stored in the device. Smartphones, which is currently of 

great interest for attackers, can be in danger if security updates are not performed timely, because the cycle 

for new attacks and responding patches occurs faster than other areas. Furthermore, the platform where the 

application for controlling a UAV is distributed is well known and accessible to attackers, therefore they 

can download the application, analyze it, and find security vulnerabilities in them. 

 

Human factors have been a main subject of cyber-attacks - scam, phishing, wrong choices for passwords, 

etc. Many traditional and existing techniques can be used to draw human errors, including leaking 

passwords, installing malware, and even causing incorrect maneuvering by human pilots. 

 

Table 12. Threats to GCS. 

Attack 

Reference Method of Attack Description Relevant CWEs 

GCS-RA Remote access 

Infecting GCS with remote 

access tool, allowing 

attackers to take remote 

access of drone 

- CWE-506: Embedded Malicious Code 

- CWE-507: Trojan Horse 

GCS-FQA 
Forced quitting 

application 

Crashing GCS application, 

losing link with drone 

- CWE-506: Embedded Malicious Code 

- CWE-507: Trojan Horse 

- CWE-511: Logic/Time Bomb 
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GCS-DE Data exfiltration  

Extracting potentially 

sensitive information stored 

in GCS, either relating to or 

not relating to drone 

operations (e.g., data 

streams, sensor 

measurements/location, 

passwords, etc.) 

- CWE-506: Embedded Malicious Code 

- CWE-507: Trojan Horse 

- CWE-512: Spyware 

GCS-PB Password Breaking 

Recovering password from 

data that has been stored in 

the device 

- CWE-328: Reversible One-Way Hash 

- CWE-261: Weak Encoding for 

Password 

- CWE-693: Protection Mechanism 

Failure 

GCS-RE 

Reverse Engineering 

GCS Application/ 

Software 

Reverse engineering can be 

performed on the GCS 

application to find 

hardcoded authentication 

tokens, or other potentially 

sensitive information 

- CWE-318: Cleartext Storage of 

Sensitive Information in Executable 

- CWE-656: Reliance on Security 

Through Obscurity 

- CWE-615: Inclusion of Sensitive 

Information in Source Code Comments 

GCS-SE Social Engineering 

Manipulating technique to 

exploit human error to gain 

private information/ access 

- CWE-359: Exposure of Private 

Personal Information to an Unauthorized 

Actor 

- CWE-640: Weak Password Recovery 

Mechanism for Forgotten Password 

 

4.3.4 Network/Communication Link 

Network links are wireless communication channels used in UAS, which attackers would actively search 

for any vulnerabilities to break in. Because both command and data are transferred via network links, 

compromised networks would lead to information leakage and even losing control of UAS. Technical detail 

for a network link attack would be greatly dependent on the protocol used for communication. However, 

attacks against network links are mostly categorized based on what capabilities that the attacker has upon 

the communication between legitimate sender and receiver as it will help understand the new attacks in the 

future regardless of protocols. 

 
Table 13. Threats to Network/Communication Links. 

Attack 

Reference 

Method of 

Attack Description Relevant CWEs 

NL-

BH/GH 

Black Hole/Gray 

Hole 

Black hole attacks involve a 

malicious/compromised node within a 

network to become a central routing 

point, and then to begin dropping all 

packets sent to the node. A gray hole 

attack is similar, although it selectively 

drops packets, instead of dropping all 

packets. 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 

Amplification) 
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NL-W Wormhole 

A wormhole attack involves two or 

more malicious/compromised nodes, 

and entails one node tunneling packets 

to another node, instead of taking the 

broadcasted route. 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-300: Channel Accessible by 

Non-Endpoint 

NL-Syb Sybil 

An adversary registers many fake 

identities in an ad-hoc network. Has the 

potential to impact voting outcomes in 

FANET routing protocols 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-300: Channel Accessible by 

Non-Endpoint 

- CWE-694: Use of Multiple 

Resources with Duplicate Identifier 

NL-Sink Sinkhole 

Adversary advertises itself as best route 

in network - has the potential to modify, 

drop or delay packets. 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-300: Channel Accessible by 

Non-Endpoint 

NL-

RFJam 

Radio 

Frequency (RF)-

based Jamming 

Intentional physical interference with 

the reception of a required signal; the 

adversary needs to be in vicinity of 

nodes to use a strong enough signal to 

jam the wireless channel. 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 

Amplification) 

NL-

PBJam 

Protocol-based 

Jamming 

(Message 

Flooding) 

Intentionally flooding host's network 

interface with protocol messages, 

includes ping floods, TCP handshake 

flooding, etc. to result in denial-of-

service in network 

- CWE-400: Uncontrolled Resource 

Consumption 

- CWE-406: Insufficient Control of 

Network Message Volume (Network 

Amplification) 

NL-D 
De-

authentication 

Sending network protocol messages to 

de-authenticate legitimate GCS, cutting 

the link between UAV and GCS 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-276: Incorrect Default 

Permissions 

NL-PS/A 
Packet 

Sniffing/Analysis 

Listening to network communication to 

gain access to private information and 

analyzing patterns to deduce 

information 

- CWE-300: Channel Accessible by 

Non-Endpoint 

- CWE-319: Cleartext Transmission 

of Sensitive Information 

- CWE-497: Exposure of Sensitive 

System Information to an 

Unauthorized Control Sphere 

- CWE-523: Unprotected Transport of 

Credentials 

NL-PB 
Password 

Breaking 

Guessing or otherwise determining a 

password in documentation or brute 

force attack. 

- CWE-259: Use of Hard-coded 

Password 

- CWE-327: Use of a Broken or Risky 

Cryptographic Algorithm 

- CWE-522: Insufficiently Protected 

Credentials 
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- CWE-759: Use of a One-Way Hash 

without a Salt 

- CWE-760: Use of a One-Way Hash 

with a Predictable Salt 

- CWE-261: Weak Encoding for 

Password 

- CWE-328: Reversible One-Way 

Hash 

- CWE-521: Weak Password 

Requirements 

NL-PitM 
Person-In-The-

Middle 

Connecting independently to two 

computers that are part of the system 

with the purpose of 

eavesdropping/manipulating messages 

- CWE-284: Improper Access Control 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-300: Channel Accessible by 

Non-Endpoint 

- CWE-940: Improper Verification of 

Source of a Communication Channel 

NL-CJ 
Command 

Injection 

Accessing a target control unit or 

network to execute a command with 

malicious intent. 

- CWE-77: Improper Neutralization of 

Special Elements used in a Command 

('Command Injection') 

- CWE-78: Improper Neutralization of 

Special Elements used in an OS 

Command ('OS Command Injection') 

NL-M Masquerading 
Malicious node pretending as a 

legitimate node 

- CWE-290: Authentication Bypass by 

Spoofing 

- CWE-923: Improper Restriction of 

Communication Channel to Intended 

Endpoints 

- CWE-266: Incorrect Privilege 

Assignment 

- CWE-287: Improper Authentication 

NL-

ReplayA 
Replay Attack 

Observing and recording a 

communication sequence to replay it 

later to spoof the system 

- CWE-294: Authentication Bypass by 

Capture-replay 

- CWE-290: Authentication Bypass by 

Spoofing 

NL-

RelayA 
Relay Attack 

Capturing a communications signal and 

relaying it through a longer-range 

communication 

- CWE-294: Authentication Bypass by 

Capture-replay 

- CWE-290: Authentication Bypass by 

Spoofing 

NL-F Fuzzing 

Gaining network access and 

bombarding the target with messages to 

observe which one has a physical effect 

- CWE-119: Improper Restriction of 

Operations within the Bounds of a 

Memory Buffer 

- CWE-682: Incorrect Calculation 

- CWE-665: Improper Initialization 

- CWE-707: Improper Neutralization 

- CWE-691: Insufficient Control Flow 

Management 
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Routing: The attackers can change the route of communication traffic in order to hinder messages being 

delivered or broadcasted properly. Although contents of messages may not be revealed, there can be serious 

threats to UAS on the mission if command messages do not reach out to the UAS. This kind of attack 

includes black/gray hole, wormhole, sybil, and sinkhole attacks. To launch these attacks, it typically starts 

with placing one or more malicious nodes in the network, which are pretending to be legitimate nodes. If 

they succeed in attracting the traffic, they can drop, delay, or redirect the acquired packets.  

 

Jamming: The other way to obstruct the communication traffic is jamming. Two jamming methods are 

introduced here. First, RF-based jamming is the same method as the one introduced in hardware attacks. If 

the communication protocol and its radio frequency band are known to the attackers such as Wi-Fi, 4G/5G 

cellular network, mmWave, as well as control and command (C2) communication via C-Band, or , they can 

interfere by sending strong noise signals to jam the channel. Secondly, protocol-based jamming is similar 

to well-known distributed denial-of-service (DDoS) cyberattack to web servers. The attacker sends a flood 

of messages or access requests to the network, resulting in the legitimate messages not being processed 

while the host handles the false messages and denies them. 

 

De-authentication: When the connection is not properly secured, attackers can perform a de-authentication 

attack by sending protocol-compliant messages to the host. If it succeeds, the existing connection is cut, and 

the host makes a new connection with the attacker. Pleban et al. showed that UAS receives forged messages 

that are not from currently connected GCS if the connection is established upon User Datagram Protocol 

(UDP), by adjusting the internal sequence counter embedded in the message [43]. 

 

Eavesdropping: Without disrupting the connection, attackers might passively listen to the communication 

and record the signals. With accumulated data, they extract private information or deduce information by 

analyzing patterns even if the messages are encrypted. The paper by Nassi et al. showed that when flickering 

illumination is applied to the object and if it is filmed and streamed by UAS, the information (flickering) 

can be checked from encrypted video stream sent by UAS without decryption [79]. In addition, attackers 

can utilize the captured messages because they are written by a legitimate sender, to use it later (replay 

attack) or to send to a distant entity (relay attack).  

 

Modification and fabrication : The attacker is connected to both legitimate sender and receiver 

independently for Person-in-the-Middle attack. They can relay messages between them then victims believe 

that they are communicating directly to each other. Moreover, the attacker can even forge or modify 

messages to confuse the victim. When the attacker has a capability of sending their own fabricated messages, 

the threat to UAS becomes most serious and imminent as the attacker can perform command injection attack, 

meaning the attacker takes full control of the UAS. 

 

Masquerading: As explained previously, pretending to be a legitimate node in order to draw connections 

from victims can be a base to launch other attacks. If this masquerading attack is successful, it means that 

the victim trusts the attacker, which can ultimately lead to handing over sensitive information to attackers. 

 

Fuzzing: Different from other attacks, fuzzing is when the attacker repeatedly generates messages and sees 

whether the forged message affects the victim. The attacker can perform the fuzzing attack without prior 

knowledge of the protocol or security defenses.   
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4.3.5 Server 

The information stored in the remote server or cloud can be of interest to attackers. It spans data collected 

during flight such as flight logs, video footage, and private information about operators. Attacking servers 

connected to the Internet is a classic subject of cyber-attacks and existing techniques will also apply to 

servers for UAS. Attacks on servers can occur anytime regardless of UAS operation phases. Although the 

rules related with remote servers are not included in the final rule on Remote ID regulation, it is possible in 

the future that servers can serve a role to broadcast the location of a UAS. If so, successful attacks on servers 

will impact UAS on the flight in real-time. 

 
Table 14. Threats to Server/Cloud. 

Attack 

Reference 

Method of 

Attack Description Relevant CWE 

SRV-DL 
Data 

leakage 

Attacker is able to exfiltrate video feeds, 

live camera feeds, or other potentially 

sensitive information from the cloud/third-

party server. 

- CWE-284: Improper Access Control 

- CWE-922: Insecure Storage of 

Sensitive Information 

SRV-PIL 

Pilot 

identity 

leakage 

Attacker is able to leak the identity of the 

pilot, or other personal sensitive 

information related to the UAS pilot. 

- CWE-284: Improper Access Control 

- CWE-922: Insecure Storage of 

Sensitive Information 

SRV-LL 
Location 

leakage 

Attacker is able to leak the current (or 

past) location(s) of a drone. 

- CWE-284: Improper Access Control 

- CWE-922: Insecure Storage of 

Sensitive Information 

 

4.4 UAS Operation Phases 

In the preceding cyber threats to UAS components were considered. The team organized the threats around 

different operational phases of a UAS introduced in Section 2.4. A pictorial depiction is shown in Figure 2 

below.   
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Figure 2: UAS Operational Phases 
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4.5 Threat Landscape from the Lens of UAS Operations 

Threats to UAV were considered in all UAS phases of operation. Table 15 summarizes the UAS phases of 

operation that we considered along with its brief description.  

Table 15. UAS Phases of Operation. 

UAS Phases of Operation Description 

Pre-Flight/ 

Mission Planning 

Flight Planning (both 

for manual and 

autonomous) 

Check for flight plan, navigation plan, receive all 

clearances that are required. Familiarize with all relevant 

information  

Programming flight 

(autonomous only) Establish communication between UAS and GCS. 

Preparation 

/System Checks 

(applicable at 

almost all phases 

of mission/flight) 

Ground station Complete the flight report. 

Flight controls 

Flight controls allow the UAV to be controlled by either a 

human pilot or automatically via a computer. 

Data links Establish data link communication between GCS and UAV. 

GPS 

Check GPS devices and verify that it could operate error 

free. 

Sensor 

Check for all other sensors: barometer, altimeter, compass, 

camera. 

Power - battery/fuel 

UAV should operate with sufficient battery/fuel to 

complete the flight/mission and be properly mounted. 

Launch 

System checks (similar 

to those noted above) 

Check for every component/ value from the UAV system 

components. 

Altimeter verification Check for UAV's altitude above sea level 

Flight When UAV is on air. 

Manual Manually control UAV on launch. 

Autonomous - Flight 

plan verification Verify actual flight path with the one that was planned, 

Mission/Applicati

on/Flight 

(Communication) 

Data Relay - Telemetry Record and relay reading of instruments 

Payload data - Video 

relay Transfer video feed from UAV to GCS. 
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Payload data - Sensor 

Information Communicate information/data about the payload. 

Return to Land 

Manual Land the UAV safely by a human. 

Autonomous Safely land the UAV without human intervention. 

Post- Flight 
Ground Station 

Fill up flight report including altitude flown, mission 

overview, frequencies used in communication, flight time 

Data Download Download the flight data from UAV 

Others 

Emergency Procedures 

In case of emergency concerning safety of person or 

property UAV performs a set of procedures relating to 

UAV, equipment and weather minimums to the extent 

required to meet the emergency. 

 

Risk is determined as per severity and likelihood (or probability) of the outcome. There is a risk in each 

phase of UAV operations. These are defined as per current version of FAA Order 8000.369, Safety 

Management System (SMS).  

Likelihood matrix: Likelihood is defined as the estimated probability in quantitative or qualitative terms, of 

a hazardôs effect or outcome. It defines the occurrence rate per operation / flight hour/ operational hour3.  

 

Table 16. Expected Occurrence Rate Probabilities. 

 
Operations: Expected Occurrence Rate (per operation / flight 

hour / operational hour3)  

 Quantitative (ATC / Flight Procedures / Systems Engineering) 

Frequent (A) ΧϐϲϯϢϡϢϩϬϩϴϹΨΞḘΞΰΞϰϥϲΞΰίίί 

Probable (B) ΰΞϰϥϲΞΰίίίΞνΞΧϐϲϯϢϡϢϩϬϩϴϹΨΞḘΞΰΞϰϥϲΞ100,000  

Remote (C) ΰΞϰϥϲΞΰίίΫίίίΞνΞΧϐϲϯϢϡϢϩϬϩϴϹΨΞḘΞΰΞϰϥϲΞΰίΫίίίΫίίί 

Extremely Remote (D) 

ΰΞϰϥϲΞΰίΫίίίΫίίίΞνΞΧϐϲϯϢϡϢϩϬϩϴϹΨΞḘΞΰΞϰϥϲΞ

1,000,000,000  

Extremely Improbable (E)  ΰΞϰϥϲΞΰΫίίίΫίίίΫίίίΞνΞΧϐϲϯϢϡϢϩϬϩϴϹΨΞḘΞΰΞϰϥϲΞΰί14 

 



21 

 

 

Severity: Severity is the consequence or impact of a hazardôs effect or outcome in terms of degree of loss 

or harm. 

Severity Legend: 

ǒ 5: Minimal: Discomfort to those on ground. 

ǒ 4: Minor: Non-serious injury to < 3 indicators fail. 

ǒ 3: Major: Non-serious injury to >3 indicators fail. 

ǒ 2: Hazardous: Proximity of less than 500 ft to manned aircraft. Serious injury to individuals other 

than operators. 

ǒ 1: Catastrophic: Collision with manned aircraft or fatal injury to non-operators. Fatality or fatal 

injury. 

Risk: Risk is the composite of predicted severity and likelihood of the potential effect of a hazard. Hazards 

are categorized into three levels: high risk, medium risk, and low risk. Risk levels are determined using a 

risk matrix. Risk on each phase of UAS helps to prioritize the mitigation strategy. 

A risk matrix was used to assess the risk based on likelihood and severity of attack. Safety risk management 

policy óFAA order 8040.4ô was used as a baseline to calculate the risk. 

 

 

Figure 3. Severity vs. Likelihood Matrix
































































































































