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conclusions orecommendations provided herein. Distribution of the information contained herein
does not constitute an endorsement or warranty of the data or information provided herein by the
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Aviation Administration nor the U.S. Department of Transportation shall be held liable for any
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EXECUTIVE SUMMARY

Next generation air traffic control systems, such as NextGen, will rely on digital systems making
them vulnerable to rapidly evolving cyberrdhats from both internal and external sources.
Recognizing the need for cybersecurity, the Federal Aviation Administration (FAA) has initiated
steps to develop a comprehensive and strategic cybersecurity framework for FAA operations in
the National Air Spee (NAS). However, there are no agency guidelines or frameworks for dealing
with the potential cybersecurity and safety risks from Unmanned Aircraft Systems (UAS) or
related systems as they are integrated into the NAS. As the small UAS model fleetcie@rioje

grow to more than 2.4 million over the next few years, a enoganization UAS cybersecurity

ri sk management to compl ement FAAG6s efforts
framework can be developed, a basic understanding of cyberselotgdistto UAS and the impact

of their integration to NAS needs to be developé&His project focuses on conducting a literature
review to establish baseline information to I
UAS and UAS integration intthe NAS.

The research team, comprised of Oregon State University (OrSU), University of North Dakota
(UND), and New Mexico State University (NMSU), conducted a literature review to understand
the risk and impact of cybersecurity for UAS and their integnatido NAS. This involved
searching relevant technical academic andamademic databases to identify relevant papers and
documents from the last 10 years and reviewing them to identify cybersecurity threats to UAS and
the risks associated with integratithem into NAS. It is noted that FAA review of the findings
does not constitute an endorsement by the FAA.

Through a detailed review of nearly 550 academic articles, the team identified 41 potential
cybersecurity threats to UAS and categorizedti®o five groupsorresponding to the five main
components in a UAS ecosystem, namely, UAS hardware (including sensors), UAS software
(includes firmware), Network, Ground Control Statif8CS) and Cloud/Server backend (for
Internet connected UASWhile the primary objective of this project was literature review for
identifying cyber security threats, the team also reviewed existing UAS platforms and use cases.
Building on previoulASSURE actiities, he team identified 160 commercially available UAS
platforms, and also reviewed majoardware and softwa@mponents used in UARuild Kits.

Further the team identified more than8RJAS usecasesacros22 industriesFor assessing the
cybersectity threats to these use cashe team organized them into eight categories using three
attributes autonomy, operational rangand UAS collaborationThey thenidentified relevant

cyber threats to these use case groups. Finally, the team also tboit #ieps towards cyber risk
assessment by performing a preliminary risk assessment for each phase of UAS operation from
the 41 identified potent i Salety dandgemers Systent (BMSy t hr
framework The project also identifiedhitigative measureagainst the identifiethreats through

a preliminary review of NIST standards.

This project sets the stage for follama projects to better assess the ease of realizing the threats
identified in this work and better estimateithsuccess and likelihood, and consequently provide
more concrete guidance on the impact of integrating UAS into the NAS. The findings from this
project lay the foundation to streamline and accelerate sexafeeand efficient integration of
unmanned acraft into the NAS.
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1. INTRODUCTION AND BACKGROUND

The FAA manages air traffic control through a complex network of information systems and air traffic
control facilities. The FAA is currently modernizing its air traffic control operationsugirothe
implementation of the Next Generation Air Transportation System (NextGen) that includes digital
communications between controllers and pdokmown as DataComé and other technologies including
satellitebased systems for tracking and managing at.ciGiven this increased reliance on digital systems,
rapidly evolving cyber threats from both internal and external sources could threaten the connectivity ar
operations of an increasingly complex aviation infrastructure. Recognizing the need farsecyhty
strategy and a plan to address the emerging and evolving cyber threats th&#AS\ has initiated steps

to develop a comprehensive and strategic <cybe
However, currently, there are no agencydglines that provide a framework or direction on how to properly
assess, identify, and mitigate cybersecurity or safety risks specifically for UAS or related systems as th
are integrated into the NAS.

This is a critical gap as the FAA Strategic Plan1@Q022) forecasts that small UAS (less than 55 Ibs)
model fleet will more than double in size over the next five years from 1.1 million to over 2.4 million. It
also projects that by 2022, small UAS nodel fleet will likely grow to over 450K from the ment ~100K

units. These increases would lead to a need for significant communication and coordination, an
consequently would expose them to significant cyber threat risks. There is a need to develop a guide
framework that will establish crossganizéion UAS cybersecurity risk management and complement
FAAGs efforts for securing NAS. To establish
cybersecurity threats to UAS and the impact of their integration to NAS needs to be established.€this proj
focuses on conducting a |literature review to e
to cybersecurity issues for UAS and UAS integration into the NAS.

1.1Scope
This effort considered the following questions that defined the scopieidditerature survey:

Question 1:What are the common usases and operations scenarios for small UAS (sUAS) (<55Ibs;
Group 1 and Group 2)?

Question 2:What are the common sUAS platforms? This covers cybersecurity relevant aspects suc
as computing hardware, software, communication and coordination protocols, actuators etc.

Question 3:What are cybersecurity threats and issues related to SUAS; andiexe on NAS?

Question 4:What sUAS applications are impacted by cybersecurity threats and what agencies deplo
those applications/sUAS fleets?

Question 5:What mitigation strategies against the cybersecurity threats have been proposed in th
literature?

To ensure that the survey could be completed within the requested time frame, the scope was bounded
the following parameters:

1. The survey, literature review, and analysis were limiteliteécature published within the last 10
years.

2. The effort focused on small UAS (<55lbs; Group 1 and Group 2), as they are likely to be the mos
commonly used for commercial purposes. Hereafter SUAS and UAS will be used interchangeably.



1.2 Objectives

The overall objeate of this literature survey is to support the establishment of a baseline model to identify
and assess cybersecurity related risks of integrating UAS into NAS and undertaking a survey of strategi
for managing such risks. Specifically:

Characterize theybersecurity threat landscape around sUAS and their integration into the NAS

through a survey of relevant academic and-academic literature

Survey available strategies for managing evolving cybersecurity risks and their relevance to SUAS

1.3Sub-Tasks
To meet the objectives, the literature survey is divided into the following subtasks:

1.
2.
3.
4.

5.

Review use cases and operations of UAS

Survey common UAS platforms

Identify and review academic and naoademic literature on cybersecurity issues related to UAS
andtheir impact on NAS

Identify UAS applications impacted by cybersecurity risks and the agencies deploying the
applications

Survey mitigation strategies available to counter the discovered cybersecurity risks

The rest of this report describes how these tegke carried out and discusses the key findings.



2 UAS USE CASES AND OPERATIONS REVIEW

The goal of this sulbask is to identify and understand common use cases so the impact of cybersecurit
threats and risks can be better understood. Thisaskhinvolred surveying and identifying some common
use cases and operations of SUAS to understand the scope of their deployments and integration into N/
This team built on use case lists compiled in previous ASSURE activities, specifically A2, A18, and A19
and epanded them through a brief literature survey. It should be noted that the goal is not the creation of
comprehensive list of use cases, but to capture some common ones to be able to better understand the inr
of cybersecurity threats and risks. Tkarh then surveyed literature (including industrial whitepapers) to
identify emerging use cases.

2.1 ASSURE Tasks A2, A18, and A19 Use Case Information

Under the ASSURE A2 task, dASmall UAS Detect an
Visual Lineo f Sight (BVLOS) Operations, 0 an extensi
devel oped. These were documented by VanHoudt i
Unmanned Aircraft Systems Use Cases and Detect and Avoid Approachlsl ] and wer e

updat ed, and included in Askelsonds project r e
Necessary for Limited Beyond Visual Line of Sicgc

SUAS use cases as wel approaches for Detect and Avoid (DAA) aircraft in the immediate operating
airspace.

The desire was to understand the current SUAS use cases to better grasp the potential BVLOS use cases
can be enabled in the future. The DAA and BVLOS applicagoasot germane to this current effort, but
the categorization of use cases is applicable. Use case information was gathered through public and indu:
data calls, and review of all 333 exemption docket data (summary information from more than 5,00
exenption holders was included in these reports). Twelve general use areas were identified. Sho
descriptions of each are as follows:

Aerial Data Collection:. Us e cases that are either descri
having a vernsimilar description) or can most accurately be described as a use involving the
collection of data by means of sensors or camerdmard of the SUAS. Separate from the
definitions of AAeri al Surveying [/ aovm,ppitnige
description given of the use case is not necessarily specific as to what data is collected and what
purposes the data will be used for.

Aerial Photography/Videography: Us e cases that are either d
Phot ogr ap hy /(ovhadng a gery aimpilarydescription) or can most accurately be
described as a use involving the collection of pictures and videos for no other obvious or implied
reason than to have the pictures or videos taken in the applications listed below.

Aerial Surveying/Mapping: Us e cases that are either desc
Surveying/ Mappingo (or having a very simila
a mapping or surveying operation for various purposes.

Agriculture : Use casesthataree¢ her descri bed simply as AAgr
description) or can most accurately be described as a use involving the collection of data for
agricultural purposes.

Emergency Services Us e cases which are g@ienlkcgr Seéesvcirie
having a very similar description) or describe a use case that can be described as aiding police



officers, firefighters, medical services, etc. or in the investigation of areas that are too dangerous t
put a human being for investigai purposes.

Flight Training/Education: Use cases which are either des
AEducationd (or having a very similar descr |
employees, students, or other users in the operatisdAS technology, and/or procedures. Use
cases involved in educating individuals on sUAS principles, or in demonstrating concepts in
mathematics and sciences whean be demonstratdéy SUAS technology.

Inspection: Use cases that are either describesdrsp | v as Al nspectiono (o
description) or that describe a use case involving the inspection of different kinds of structures or
areas for safety, upkeep, maintenance, etc.

Marketing: Use cases that are kattihrego d(esrcrh awidn ¢
description) or describe the capture of aerial images and videos for the express purpose of using
these images and videos for the marketing of a business, product, or service.

Multiple Applications : Use cases which areleie r descri bed si mply as
(or having a very similar description) or have been cleared for more than one general use case.
Research Use cases which are either described
description) or decribe a use involving imaging and data collection distinctly for scientific

research purposes.

Search/Rescue Use cases that are either described
scenario where a sUAS platform would be used to aid in varioushsaad rescue operations.
Surveillance, Monitoring, etc: Use cases that are either des
AMonitoring, 0 or having a description that

Each of these use cases were further broken down into subcategories to allow additional definition. Fra
the data collected, Aerial Photography/Videography had the most use casesslg@@sion holders, with
13,262 use cases granted between September 2014 and June 29, 2016. The other most common gener:
cases included Inspection (7596), Aerial SurvgyiMapping (4116), Flight Training/Education (2399),
and Search/Rescue (1917). Researchers also collected information related to vehicle types, manufactt
metrics, and any applicable DAA related information.

Under the ASSURE A18 task, the work from a2as expanded and reportec
Operational Framework for Small UAS Beyond Visual Line of Sight (BVLOS) Operétidlev Use
Cases, I ndustry Focus, and Framework Expansion
advancements aoperations within the previous approximately two years and attempted to capture the
growth and expansion stage for the industry. Most use cases had adjusted and abided by the FAA Part
rules which limit altitude operations to 400 ft. The previoushetliped use case taxonomy was used as
an initial basis for categorization of the different types of flights/missions. This taxonomy was slightly
revised to include twelve distinct categories

Specific representativese cases (with references) were detailed in each of these twelve categories and 4
subcategories. It was clear from assessing the user operations that many applications do not fall clea
within any one set of particular categorization lines. Theiegipdns and use cases often cover multiple
areas during one mission. The key applications using UAS include survey/mapping, imaging
environmental monitoring, patrol/security, disaster response, precision agriculture, and
reconnaissance/surveillance/iligence. Almost all use multiple elements, and many are being fueled by
better detector/sensor systems, improved data handling, and Atrtificial Intelligence.

The focus of the A2 and A18 efforts was to gather and assess use cases in relation to pJteDgal
operations and the application of DAA technologies. While DAA and BVLOS are not the focus of this

4



current work, the breadth of potential SUAS operations and use cases is applicable. Table 1 is an extrac
summary from this previous work of thepdipation areas and use case applications.

of I nterest toward the data coll ection proces
Anal ysiso was to develop a safety case framewor
and anassociated data schema were developed. The approach taken was to understand the data for e
phase of the framework consists of three primary factors: 1) identify the sources of data, 2) describe the d
components of each phase, and 3) define the xiofte each phase of the framework. The safety case
development process was defined in four steps:

1 Operational Context Definition
2 Data Collection

3 Safety Case

4 FAA Approval

While the overall safety case process is not applicable to this cyber and seskithé extensive listing

of the metadata [64] collected is important. This provides a full listing of operational parameters that ca
be collected related to the flight mission. This listing can be reviewed for where vulnerabilities can be
exploited byblocking information or in providing incorrect information. This data listing has been provided
to the A38 team for review.



Tablel. sSUAS Use Cases Extracted from A18.

Application Area

Application

Aerial Data Collection

Aerial Data Collection - Construction/Mining

Aerial Data Collection - Environmental

Aerial Data Collection - General

Aerial Data Collection - Insurance

Aerial Photography/
Videography

Aerial Photography/Videography - Cloged-get filming

Aerial Photography/Videography - Construction

Aerial Photographv/Videography - General

Aerial Photographv/Videography - News-Gathering
Aerial Photography/Videographyv - Outdoor Activities

Aerial Photography/Videographv - Real Estate

Aerial Photography/Videography - Wedding

Aerial Surveying/

Aerial Surveying/Mapping - Agriculture/Mning

Aerial Surveving/Mapping - Construction

Mapping Aerial Surveying/Mapping - Engineering
Aerial Surveying/Mapping - General
Agriculture - Crop Monitoring
Agriculture Agriculture - General

Agriculture - Precigion Agriculture

Emergency Services

Emergency Services - Crisis Response

Emergency Services - General

Emergency Services - Investicate Hazardous Regions

Hight Training/ Education

Flight Training/Education - Education

Flight Training/Education - General

Flicht Trainng/Education - sUAS Training

Inspection

Inspection - Communications Structures

Ingpection - Construction

Inspection - General

Inspection - Insurance

Inspection - Qil/Pipeline

Inspection - Power plants

Inspection - Real Estate

Inspection - Structure

Inspection - Wind power

Marketing

Marketing - Aerial Images

Marketing - General

Multiple Applications

Research - Academics

Research - Development

Research - General

Research Research - Market
Resgearch - Operations
Research - Product Testing
Research - Transportation
Search/Rescue

Surveillance, Monitoring,
etc.

Monitoring - Environmental

Monitoring - General

Monitoring - Legal

Monitoring - Safety

Monitoring - Security

Other UAS Applications

Novwvel or unique use cases

6



2.2 0ther ASSURE Tasks

There are a number of other ASSURE research tasks that will be exploring and expanding specific use cas
While the expected additions will be more detailed permutations of existing applications, it is worthwhile
to note these other ASSURE tasks for ptétifuture exploration.

Task A31, nSafety Risks and Mitigations for UA
overall concept and specific use cases for conducting operations on the airport surface. This includes bu
not limited to:

UAS airport inspections (buildings, infrastructure, etc.)
Ground operations (ex. transitioning across airport grounds)
Perimeter security

Foreign Object Debris (FOD) inspections

Taxiway and Runway inspections

Emergency response

Wake Turbulence Separation

Large UAS takeoff and recovery

This task will consider the airspace class (B, C, D, E, G), toweredénared etc. for each applicable
representative use case.

Task A28, fADisaster Preparedness and Rdaadardized e 0
approach to enhance disaster recovery and emergency response using UAS. One of the specific tasks
ASurvey of Experts for Disaster Preparedness atl
will be captured in this effort. Tre are other ASSURE research tasks that may also add to the use cas
listings. The recent FAA Remote ID rule could also have impacts to the cyber security review as well.

2.3Expanding Use Cases

't is clear that def i ni tdimpessilleaduectqgtberevoliag natarenof thef
vehicles, sensor/support systems, and potential user applications. It has been stated before that
applications and uses of UAS are limited by the creativity of the proponents. Many of the individually
df i ned use cases are in essence different appl:]i
deliveryo could be for commerce (e.g., purchas
supplies, test materials, organs for traaspl etc.), test materials, repair parts, transport of specialized
payloads (e.g., semen for artificial cow insemination), emergency (e.g., defibrillators, warm clothing, ol
food/water), and much more. Image and video capture are common across maengtdiffercases from
construction site management, disaster response, insurance claim validation, real estate, research, and n
more.

The use case listings change over time with a focus on the specific of the applications. Thompson noted ¢
highlighted af ew use cases years ago in fA25 Commerci a
following:

1) Insurance Claim Validation

2) Wind Turbine Inspection

3) Construction Site Management
4) Agriculture

5) Live Gas Flare Inspection



6) First Aid

7) Security

8) Flash FloodWarning

9) Organ Transplant Delivery
10)Preventing Shark Attacks
11)Wildlife Conservation
12)Railway Safety
13)Shipping Emission Monitoring
14)Reforestation
15)Cinematography
16)Pipeline Leak Detection
17)Cargo Delivery
18)Journalism

19)Search and Rescue
20)0Oil Spill Monitoring

Il n 2020, Pozner prepared AA Comprehensive List
[ 87] . Hi s focus was on commerci al use cases.
commercial use cases for drones:

remove people from d@erous work;

reduce the number of people needed;

reduce the number of steps in the process;

replace more costly methods;

access inaccessible (by humans) locations;

perform tasks quicker or more efficiently;

and,perform functions people do not want to perform / not strong enough labor pool.

NoakswNpE

For his assessment he uses these areas above a
we can see a plethora of i neduetxrpil oy eadn dvod@@e rt o
industries that would benefit, i n the short tet
His industry list and use cases are presented below.

Food / Restaurant Industry
1. Food Delivery
2. Conveniene Store / Grocery Delivery
3. Food and Beverage Service (i.e at pools, on golf courses)
4. Drone Waiter
Hospitality & Tourism
5. Mobile Hotels
6. Food and Beverage Preparation
7. Entertainment / Activity
8. Security
9. Property Maintenance
10. Visual Marleting
11. Life-guarding
12. Transportation of Materials
Healthcare



13. Medication / Prescription Delivery
14. Blood Donation Delivery
15. Laboratory Sample Collection and Delivery
16. Vaccine Storage and Delivery
17. Organ Transport
18. Ambulancérone
Emergency Response
19. Search and Rescue (Infrared and Visuals)
20. Equipment Transport
21. Inspect and Explore Disaster Areas (Indoor, Outdoor, and confined spaces)
Humanitarian and Disaster Relief
22. Damage and Infrastructure Assessment
23. Restaation of Vital Services (Power, Phone, Wifi)
24. Predict and Access Natural Disasters and Effected Areas
25. Monitor and Combat Natural Disasters (Forest Fires)
26. Distribute Food and Water
27. Create 3D Models of the aftermath
Disease Control
28. Pest Cotrol / Collection
29. Pollution Monitoring and Control
30. Disease Tracking and Monitoring
Retall
31. Product Delivery
32. Product Organization, Storage, and Inventory
Advertising / Visual / News
33. Cinematography
34. Videography
35.Photography
36. Advertising
37. Promotional Item Delivery
38. News Coverage
Sports and Entertainment
39. Synchronized Light Shows
40. Floating Projection Screens
41. Drone Puppeteers
42. Drone Racing
43. Drone Combat
44. Broadcasting Sports
45. Instant Relpy / Officiating Assistance
Agriculture
46. Predict and Analyze Crop Growth
47. Provide Aerial Views
48. Pest Detection and Control
49. Warning and Remedy of Crop Failure
50. Perform Manual Redundant Tasks (i.e. seeding, planting, and spraying)
Weather Feecasting
51. Follow Weather Patterns
52. Explore, Document, and Predict Severe Weather
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53. Severe Weather Warnings

54. Gather Data in Inhospitable or Extreme Locations (i.e. ocean depths, high atmosphere)
Conservation

55. Monitor and Track Animals

56. Conbat poachers

57. Collect Samples

58. Research Ecosystems
Shipping

59. Safety and Compliance Inspections

60. Detect Emission Infractions and Identify Offenders

61. Navigational Aids

62. Search and Rescue

63. Autonomous Shipping
Construction

64.Monitor Building Progress

65. Topographic Mapping and Analysis

66. Soil Analysis

67. Surveying and Digital Mapping

68. Inspections

69. Physical Construction

70. 3D Renderings
Real Estate

71. Photography and Videography (Exterior and Interior)

72. 3D Rendengs

73. Infrared Analysis

74. Property Tours

75. Showcase and Suggestion of Amenities, Additions, or Additional Structures
Insurance

76. Inspection Of Claims

77. Fraud Detection / Prevention

78. Natural Disaster Monitoring and Modeling

79. Drone Insurance
Energy

80. Infrastructure and Compliance Inspection

81. Operate in Contaminated or Hazardous Areas

82. Leakages and Spread Detection

83. Energy Exploration

84. Buildings and Transmission Efficiency Mapping
Mining and Resource Exploration

85. Exploration

86. Surveying and Mapping

87. Safety Inspections

88. Inventory Management

89. Security

90. Mining Operations
Urban Planning

91. Traffic and Population Studies

92. Terrain, Weather, Water, and Resource change Mapping
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93. Traffic Direction

94. Cty Centers Redesign
Telecommunications / Entertainment

95. Infrastructure and Compliance Inspection

96. Radio Planning and Lir&-Sight Mapping

97. Connectivity
Airlines and Airports

98. Search & Rescue

99. Airport Air Security

100.Infrastructure and Airplane Inspections

101. Flight / Navigation System Testing and Verification.

102. Cargo Delivery

103. Pest Control
Manufacturing and Inventory Management

104. Manufacturing

105. Assembly Lines Inspection

106. Raw Material®iscovery

107. Equipment Transport

108. Inventory Location

109. Inventory Measurement

110. Order Compilation and Inspection
Other Drone Use Cases

111. 3D Renderings

112. Fitness

113. Video Games

114. Security

115. Repair Drones

116. Machine learning sendc

117. Spray Paint

118. Ultrasonic testing (UT)

119. Dry Film Thickness (DFT)

120. Low or High-Pressure Cleaning Solutions

121. Firefighting

122. Infrared Thermography

123. Home Delivery (i.e., Dry Cleaned Laundry Delivery)

124. Fishing

125. Film: WeddingFireworks, Concerts, Parties, etc.

126. Use a spotlight

127. Carry equipment

128. Indoor drone shows
Theseare additional examples of how use cases are evolving, have similar performance or deliverables, a
how they can be viewed through different lenses such as application, industry, or end products. It is al
worth noting that with almost every line iteone can take a deeper dive into the details. An example of
this using a quantitative assessment balancing the potential health impact and the potential supply ch;
i mpact for prioritization IS i n AUAVs SGNUASGI ol
Coordinating Body [40]. This provided a second level of four use cases/clusters:

1) Delivery in response to medical emergencies
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2) "Justin Time" resupply to campaigns
3) "Justin Time" resupply to health clinics
4) 2-way transport of diagnostic samples arghtment

This is presented as an example. Almost evenjeopl use case listed can be broken down into further
details, approaches, and prioritizations. There are further detailed levels that one can break any use c
down into whatever set of metriose desires including flight times, payload capacity, power, etc.

2.4Use Case Categorization in Relation Operations

Al most all Afuse caseo |ists center on the funct
applications tend to focus dhe uniqueness of the use cases or the desired end product. The listing i
function/product focused. From a review in relation to Cyber Security and Safety, the approach needs to
oriented from the opposite perspective. What is the smallest commelnbaset of areas that are
potentially subject to compromise? The overall use case taxonomy generated is fine for assessing comn
markets and approaches. From a cyber security standpoint, in an inspection use case, for example
generally does not ntat what is being inspected. It is the planning, operation, command, control, imaging,
data, etc. that are all common elements.

Per the proposed plan, the «seses and operations of UAS were reviewed to understand the scope of theil
deployments and whahese deployments require in terms of integration with the NAS. An attempt to
restructure the use cases to be able to capture vulnerabilities to common potential threats was asses
Regardless of the specific application, all flight operations haw#asifunctional elements. It is valuable

to ook at the flight operation in terms of th

A flight process for all missions and use cases is presented below. This should serve as a starting poin
highlight classes of vulnerabilities and points of vulnerability under the broader use case categories.
network attack, firmware attack, sensor attack, or ground station attack can be independent of the speci
use case and may be a function of timivithin an operation.

The approach was to map common functions to the use cases. This can serve as a starting point to
specific vulnerabilities to each type of operation and when in the operation they might be applicable. Th
UAS Phases of Operatiomal fimaj or muscl e movementso are as |

UAS Phases of Operation

PreFlight / Mission Planning
0 UAS Selection
o Payload /Sensor Selection
o Flight Planning (both for manual and autonomous)
0 Programming flight (autonomous only)
Preparation /System Checdfapplicable at almost all phases of mission/flight)
o Ground station
Flight controls
Data links
GPS
Magnetometer
Poweri battery/fuel
o Environment
Launch
0 System checks (similar to those noted above)

O O O0OO0Oo
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o Altimeter verification
Flight
o Manual
o Autonomousd Flight plan verification
Mission/Application
o Ground Station
o Data Relayi Telemetry
o iPayl oado dat a
Video relay
Sensor information
Return to Land
o Manual
o0 Autonomous
Post Flight
o Ground Station
o Data Download

One has to assess potential issues based @hdse of the mission. For example, during flight one has to
look at the potential issues with GPS, RF, data, video, sensor, etc.

Segregation of systems at all phases is another attribute to consider based on use case. A ground ste
connection to theniterneti pre/during/post operationsan be an opening. This also holds true for the
sensors that require connection to the internet for operation or to download data, and any flight item th
connects to the UAVOs aut apoanting, etc.)( Segregated groundZiatlns o |
and sensors do not have these same access points.

This categorization has been done in relation to operations and can be applied to the general use c
categories developed under ASSURE Tasks A2 and Al18. cahislso be done for the indusbgsed
applications presented in Section 4. All 128 use cases could be mapped back to the one presented in Sec
2. Deeper dives could be made for each specific use case area.

2.5Summary

UAS usecases from previous ASSURIEsks A2 and A18 were reviewed for applicability to the A38 UAS
cybersecurity literature review task. Additional sets of use cases were also documented. The overall
case taxonomy generated was appropriate for assessing common markets and appubécimes cyber
security standpoint, it is common elements related to the planning, operation, command, control, imagin
data, etc. that are the best approach for assessment.

The use cases previously generated were broken down into the flight operationt e r ms o f t
movement s o0 .fThisshoudsserve asaasstariing point to highlight classes of vulnerabilities and
points of vulnerability under the broader use case categories. This can serve as a starting point to
specific vulnerabilities to each type of operation and when (timintpeiperation it might be applicable.
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3 SURVEY OF COMMON UAS PLATFORMS

3.1Rationale

A survey of common UAS platforms comprisitige current commercially available small UAS market was
performed to identify common sUAS platforms, covering hardware, softwactuding firmware,
operating systems, middleware etc.) and communication and coordination protocols, as well &
commercially available components used for construction of SUAS (including flight controllers, processors
actuators, etc.). The rationale tbrs subtask was to determine specific vulnerabilities of common UAS
platforms and UAS modules and observe whether any patterns of cybersecurity vulnerability emerge whe
searching a representative sample. Any patterns that emerged can inform thseaplam terms of scope

of vulnerability and magnitude of risk.

3.2Methodology

The methodology initially built on outcomes from ASSURE Tasks A2 and A18. Following the results of
those activities, the team surveyed the available UAS platforms on the martkepraponent modules
available to build sUAS. The results informed a framework of categories that would both capture an
organize all reasonably available CommerCéi-The-Shelf (COTS) small UAS.

A usable framework of categories that would both captate aganize all reasonably available COTS
SUAS was needed. Several iterations of the framework were tested and reviewed, and the final selecti
was a spreadsheet version. Excerpts from this spreadsheet are located in the results section, with the el
spreadsheetattachedas an external accompanying docum¢AB8-UASPlatformsTablexIsx). The
framework, spreadsheets, and table entries were developed by the team to create a list of UA
manufacturers and distributors (like DJHlEe, Aerovironment, etg.that were commonly known. With

the known company names and distributors, the team searched each company/manufacturer web:
individually to return results for their off the shelf aircraft to be added to the list. For each individual aircraft,
the compan website was used to gather as much detail in each of the categories in the COTS table
possible. The team also searched each individual aircraft to check for other aircraft specifications that cot
potentially conflict with or indicate error in th@formation on the website. There were no cases of
conflicting information, so this last verification step indicated good data.

In addition to the COTS list, the team generated a list of search terms that would yield results finding aircra
manufacturersand distributors that weren't already known and that may not be as well known (e.g.
multirotor, fixed wing, RC, commercial, precision ag, etc..) which yielded several more companies anc
distributors (like Teal Drones and Terraview). The team again scolegdwebsites and all available
information to add each aircraft to the list and additional aircraft information under each of the COTS
categories. The results were again verified for conflicting information by searching the company and aircra
name usig different search engines. There were no cases of conflicting information.

For the modular component tables, the team started with the assumption that only listing COTS aircraft w,
too limiting from a cyber security standpoint, as aircraft airframes ezmily have various critical
components changed or substituted. These modular components can be compromised just as those or
aircraft and those that are part of the ground control station. The modular parts of the aircraft critical t
cybersecurity & the autopilot/flight controller, telemetry receiver for the autopilot, GPS, and receiver. The
modular parts that are part of the ground control station critical to cybersecurity are the physice
controller/transmitter and telemetry transmitter for thipilot. The team created different sheets for each

of these modular parts categories to track manufacturers and distributors and different modular part nam
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For each sheet, the process was identical to finding aircraft and specifications abovenil Bekigsct
Matter Expertdos (SME) first generated a | ist o
that to search for and fill in the different sheets with component names. However, for modular component
new categories were created to ergtie necessary specifications critical to C2 were added to the list. The
SME's first added the categories they knew were critical to each component and cybersecurity and the
were verified with the A38 team cybersecurity experts (processors, wifi epabieguency,
communications protocol, etc.). The next step was generating a list of relevant search terms for each ty
of modular component to identify manufacturers and companies that were not already known. More wel
identified and the components andrexspecifications were added. All of this information was verified by
searching the specific part names in different search engines to search for any conflicting information ar
again, there was none.

3.3Findings
The tabulated results can be foumdn accompanying external documgki38-UASPlatformsTablexIsx),
and excerpts of the most relevant COTS and modular units tables are found in Table 2.
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Table2. COTS UASDescriptions.

Manufacturer
DJI DJI DJI Eflite Eflite Hobbyzone Hobbyzone
Phantom 4 UMX Radian UMX Night
Pro Inspire Inspire 2 BNF with Vapor BNF Sport Cub S 2 | Carbon Cub S 2
Model AS3X, Basic 1.3m
730mm
Weight: 7.58 lbs
6.27 1bs (2845 g, (3440 g, including | 1.50 0z (43 g) 0.9 oz (25g)
including propellers and | propellers and two | w/150mAh 1S | w/150mAh 1S 2 0z (57g) 2.3 1bs (1075g)
Weight (Ibs/kg) battery, without gimbal batteries, without 3.7V 25C 3.7V 25C 0.7
1388¢ and camera) gimbal and camera) oz (21g) w/o
6.74 1bs (3060 g, Max Takeoff battery
including propellers, Weight: 9.371bs
battery and Zenmuse X3) (4250 g)
Approx. 27min
Approx. 27min (with (with Zenmuse
Approx 30 Zenmuse X4S X488 . . . .
mli)r?utes Approx. 23min (v)vith Approx. 2)3min . 10 min .~5 ns . 3 mins . 10 mins
Endurance (mins) Zenmuse X7) (with Zenmuse X7) with 150mAh | with 150mAh | with 150mAh | with 2200mAh
(Battery/Flight Conditions . . 1S 3.7V 25C 1S 3.7V 25C 1S 3.7V 25C 3S11.1V
. (Hovering at sea level (Hovering at sea .
as applicable) with no wind.) level with no wind.) Li-Po
DJI sensor connection
Sensor Hardware EO camera (varies between EO, Swappable, Varies N/A N/A N/A N/A
thermal, high zoom.
Swappable
Contraler Frequencies: |
2.400-2.4835 GHz X X X
5.725-5.850 GHz X X X
2.4 GHz X X X X
DJI Light
Protocols (Bluetooth / Wi- Bridge DJI Light Bridge DJI Light Bridge Spektrum Spektrum Spektrum Spektrum
Fi / Cellular DSM2/DSMX | DSM2/DSMX | DSM2/DSMX | DSM2/DSMX
(2G/3G/4G/5G) / ete)
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Table3. Modular GPS Descriptions.

Avionics CUAV C- | Hex Here2 | Holybro Holybro | simpleRTK2B | CUAY NEO Hex
Anonym | Beitain RTK 9P Micro Pixhawk 4 \4! 3 GNSS u- HerePro
ous BN-220 MBS8N GPS GPS blox MON | Multi-RTK
GNSS + GPS Module Module GPS Module
Compass
onos syence: I
GPS+QZSS/SBAS X X X X
GPS/QZSS X X X X X
GLONASS X X X X X X X X X
Galileo X X X X X X X X
BeiDou X X X X X X X X
Anti Jammine: |
Active CW detection X X X X X X X X X
and removal
Extra onboard SAW X X X X X X X
band pass filter
Onboard band pass X X X
filter
Built-in Built-in Advanced Built-in Built-in Built-in Advanced Built-in Advanced
Spoofing Detection anti- anti-spoofing anti-spoofing
spoofing algorithms algorithms
Signature | Signature Signature | Signature | Signature Signature
Signal Integrity feature | feature with N/A feature with | feature with | feature with N/A feature with N/A
with SHA 256 SHA 256 SHA 256 SHA 256 SHA 256
SHA 256
protocols: |
NMEA X X X X X X X X
NMEA 4,10 X
UBX X X X X X X X X
Binary X X X X X X X X
RTCM X X X X
RTCMv. 3.3 X X X X
SPARTN v. 1.8 X X X




Table4. Pixhawk & NonrPixhawk Controllers.

Modular Pixhawk Flight Controllers

Autopilot/Flight 3DR Pixhawk 1 mRo Pixhawk mRobotics-X2.1 Drotek Dropix mRo Pixracer Pro
controllers Rev 2
Main system-on-chip | 180 MHz ARM® 32-bit STM32F427 32-bit STM32F427 | 32 bit ARM 32 bit Cortex M7 RISC
(MSOC) Cortex® M4 with Cortex® M4 core with Cortex M4 core with | Cortex® M4 core with FPU 460 MHz
single-precision FPU | FPU FPU Processor running
NuttX RTOS
FSOC CPU 24 MHz ARM 32 bit STM32F103 32-bit STM32F103 | N/A N/A
Cortex M3
Sensors: ST Micro LSM303D | ST Micro LSM303D 3-axis | Invensense/TDK ST Micro LSM303D | Invensense/TDK 1CM-
Accelerometer | 14 bit 14-bit ICM-20602 (6DOF) | 14 20602 (6DOF)
Gyroscope ST Micro L3GD20H | ST Micro L3GD20 3-axis ST Micro L3GD20H | Invensense/TDK ICM-
16 bit 16-bit 16 bit 20948 (9DOF)
Magnetometer | Invensense MPU Invensense/TDK ST Micro LSM303D | AK09916 inside ICM-
6000 3-axis MPU-9250 (9DOF) | 14 bit 20948
Barometer MEAS MS5611 MEAS MS5611 MEAS MS5611 MEAS MS5611 DPS310
Non Pixhawk based Flight Controllers
Autopilot/Flight Omnibus F4 SD Snapdragon OcPoC-Zynq Holybro Kakute | Holybro ModalAl
controllers Flight Mini F7 Durandal Flight Core v1
Main system-on-chip | STM32F405RGT6 | Snapdragon FPGA+ARM 2x MPU9250 9- STM32H743 STM32F76511
(MSOC) 801 System-on-Chip: | DOF
Xilinx Zynq Z- 1x MS5611
7010
FSOC CPU 168 MHz ARM Quad-core 2.26 | 667 MHz Dual- | 216 MHz ARM 32Bit Arm ® | 32-bit ARM M7
Cortex M4 with GHz Krait Core ARM A9 Cortex M7 with Cortex® -M7
single-precision single-precision 480MHz
FPU FPU
Sensors: Invensense 2x MPU9250 9-
Accelerometer | BMP280 Baro MPU-92509- | DOF BMP280 Baro ICM-20689 ICM-20602
Axis Sensor 1x MS5611 ICM-42688
Magnetometer IST8310
Bosch MS5611 BMI088
Barometer BMP280 BMP388
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4 LITERATURE REVIEW OF UAS CYBERSECURITY AND IMPACT ON NAS

This subtask formed the core of the literature review effort with the goal of identifying known cybersecurity
threats/risks to UAS, their impact on UAS integration into NAS, and any potential defenses that have bee
discussed in the literature. At a hifgvel this involved i) identifying and compiling a corpus of relevant
literature published within the last 10 years, ii) analyzing the corpus, and finally iii) summarizing the
findings. The process used for identifying, collecting, and reviewing the cisrgescribed next, followed

by a discussion of the findings from three different perspectives.

4.1 Corpus Compilation and Review Methodology
The first step in the literature review process was identifying and compiling a list of relevant literature. The
research team started out by identifying a list of initial keywords shown in Table 5 to be used for searchin
the technical databases.

Table5. Initial List of Keywords.

UAS Terms Cybersecurity Terms
Unmanned Aircraft System Cybersecurity
Unmanned Aerial Vehicle Cyberphysical security
Remotely Piloted Vehicle Cyber attacks

Optionally Piloted Vehicle
Urban Air Mobility

Keyword pairs were created by combining one keyword from the list of UAS terms and one keyword from
the list of cybersecurity terms. Both hyphenated (e.g., eybeuwrity) and unhyphenated (e.g.,
cybersecurity) versions were used. Keyword pairs were thet 1o search technical databases for articles
that are of potential relevance to this project. Three key technical databases were selected initially, name
IEEE, ACM, AIAA. Searching these three databases was deemed sufficient to provide a good shapshot
the relevant literature especially since ACM database also holds metadata on technical articles containec
other technical databases.

The team wrote programs to automatically connect to the technical databases and obtain metadata
technical aitles that match the search criteria. Note that the entire paper is searched for matching keywo
pairs and not just the metadata. The metadata of the matching article (title, authors, venue, etc) was fetcl
from the database and stored in a shared tizdabase. Matching articles were then reviewed in phases that
progressively narrowed the corpus or articles to identify the most relevant articles. Atlavieiglieam
members performed a quick review of the abstracts of the articles fetched fromakdataibases to ensure

that the article was indeed relevant to the project. All articles deemed relevant were then reviewed in det:
(i.e., the full technical article) and synthesized in the next phase of the technical review. The review tas
was undertaén in a distributed manner among the partnering institutions with the technical articles to be
reviewed split between the institutions based on the expertise (e.g., network security, platform securit
communication security, aviation, UAS platforms, NAE.e

4.1.1 Keyword Expansion & Database Construction

Additional relevant keywords were discovered after obtaining the search results from technical databas
using the initial keyword list. The team added keyword terms to find articles related to legisiatidards,
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and policy related to UAS. Terms related to cybecurity were also broken into single word pieces. The
final list of keywords is shown in Table 6.

Table6. Expanded List of Keywords.

UAS Terms Cybersecurity Terms
Drone Attack

Unmanned Cyberattack

Aerial Security

Piloted Cybersecurity

Urban Air Mobility Cyberphysical
National Air System Cyberphysical

FAA Safety

Federal Aviation Administration

Each query for searching the technical databases comprised a kaymafrds created by combining one
keyword from UAS terms and one from cybersecurity terms. Each query was written to match articles i
the technical databases (IEEE, ACM, AIAA) that contained both the keywords. As a result, 56 queries (
keywords from UASerms and 7 keywords from Cybersecurity) were performed for each database. The
team wrote programs to automatically connect to the technical databases and obtain metadata for techn
articles that match the search criteria. The search was limiteddesgublished between 2010 and 2020.

IEEE: Digital library of IEEE, namely IEEE Xplore, provides users with Application
Programming Interface (API). The team wrote a program in Python that leveraged the IEEE AP
to collect the matching articles succedstuMore information about IEEE Xplore APl and
documentation can be found henéps://developer.ieee.arg

ACM and AIAA: As no API was available for these databases, the team utilized asmper
frameworkfor web-crawling. Programs were written for each database as the web pages listing
the results had different user interfaces and design.

Once articles matching with keywords were fetched, they were processed before saving into the databa
As the same adie can match multiple queries, duplicate articles needed to be identified and merged. If ar
article matches several different queries, that is, it has multiple keyword pairs, it indicates that it might b
more relevant to our survey. Therefore, duriregdbduplication process, a score was assigned to each article
to show the number of different matched queries (or keyword pairs). The team collected 10278 articles fro
the digital library of ACM, 8117 from AIAA and 6995 from IEEE after deduplication ftmtal of 25390
articles.

To streamline the research collaboration among the geographically distributed team members from multig
institutions, the team used an og®urce reference management software called Zotero. A private database
of articles was created in Zotero cloud that is only accessible to the team members. In addition to capturii
metadata such as title, author, year etc., Zotero allows tagging each article with custom tags. The team wr
software to automatically tag each lected article with the keyword pairs the article contains and the
number of unique keyword pairs it contains when importing the article into the Zotero database.
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4.1.2 Refining and Reviewing the Corpus

As more than 25,000 articles matched the search queries, the researchers needed an efficient proces:
identifying the most relevant articles and reducing the corpus to a size manageable within the tight tirr
constraints of this project. Not all artislenatching the keyword search may be relevant as some articles
may simply be referring to UAS as motivating examples but without being specifically about UAS security
issues. The team used a musliage iterative review process: i) reviewing the articlgtrabts to better
identify and categorize relevant articles, and ii) performing a full technical review relevant articles from the
previous stage. After each round of review, the tag system of Zotero was utilized to add custom informatic
for each articlencluding the categories that the article covers. The list of categories used are listed in Tabl
1.

4.1.3 Abstract Review Stage

Team members performed a quick categorization of the articles based on a review of the abstract. If t
article was deemed relevattie reviewer would accept it and categorize it into relevant topics by attaching
category tags. Three kinds of tags could be as:
name, was assigned at the start of review to let collaboratonstkecarticle was being reviewed and who

the reviewer was. Second, a result tag was assigned indicating whether the article was being acceptec
rejected, based on the review. Lastly, a reviewer assigned one or more category tags to the article. Note 1
a single article can have multiple category tags. For example, articles introducing attacks usually also disct
potential countermeasures, leading to both attack and defense tags being associated with the article.

Table7. Categpry Names and Tags Used in Survey.

Category Category Tags
UAS Use Case Papers usecase

UAS Attacks attacks

UAS Security Defenses defenses

UAS Platforms (HW/SW) platforms

National Air Space/Flight Operations/Air Traffic ManagemenOverview | nas

UAS Standardization standardization
UAS Regulations regulations
Standards for UAS security securitystd
Legal/Policy/Property/Ethical Issues policy

Major Players (companies, platforms, use cases) players
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The team reviewed 6,833 articles in the abstract review stage. Although the team could not review &
25000+ articles, the team prioritized the abstract review using keyword pair match scores so as not to m
potentially more relevant or important art&léAs mentioned earlier, the score of an article was based on
the number of matched keyword pairs. Team reviewed articles with the highest scores first. Abstract revie
stage was deemed complete when all articles with keyword pair match score of 4 oweigheeviewed.

At the end of the review stage 1,294 articles were accepted for further review in the next stage. The numt
of accepted articles at the end of the review stage in each category is shown in Table 8 below.

Table8. Number of Papers Accepted in each Category after Abstract Review Stage.

Category tags Accepted in Round 1
usecase 233
attacks 164
defenses 321
platforms 235
nas 110
standardization 15
regulations 39
securitystd 45
policy 28
players 27
no category tags 249

4.1.4 Technical Review Stage

Articles selected for further review in the previous stage were reviewed in detalil in this stage. A reviev
process similar to the one in previous stage is followed, where the reviewer name tag (which caebe differ
from the reviewer in the previous round) was added at the beginning of the technical review, with an option
result tag added at the end of the review to highlight the relative importance/relevance of the article for tt
survey. A summary for each @mte reviewed was created and shared with the rest of the team. The team
reviewed 547 articles in this stage. Table 9 shows the number of reviewed articles for each category in tt
stage. This stage of review was concluded both due to diminishing netienmis of new information (i.e.,

new attack categories or defense techniques) and due to the tight timeline of the Arigéog of the
papers in each category is available in an accompanying docuh3&dttiferatureReviewLibrary.xIsx).

Table9. Number of Articles Reviewed in Detail by Category.

Category Tags Round 2
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4.2UAS Components

The findings from the survey regarding the threat landscape facing UAS and their integration into NAS ar
organized and presented in this report from two perspectives: i) organized by UAS components, and
organized by UAS operational @bes. The team discusses the key UAS components (see Figure 1) befor
discussing the threats and threat vectors impacting these components. Component wise organization
threats to UAS presents a useful way to understand the threat landscape anchtlad ijpgpact of such
threats and has also been used in multiple prior works. Please note that the researchers use the t
Unmanned Aerial Vehicle (UAV) to emphasize that the scope of hardware and software is within UAV, no

entire UAS.

4.2.1 UAV Hardware
The hardware components of UAV include physical components of the UAV, such as body, propellers

sensors (e.g., GPS, IMU), actuators (e.g., motor), etc. as listed below.
GPS Transceiver
Inertial Measurement Unit (IMU): gyroscope, accelerometergnetometer

usecase 76
attacks 124
defenses 294
platforms 67
nas 24
standardization 15
regulations 37
securitystd 15
policy 28
players 8
no bucket tags 24

Optical: Camera, LIDAR, radar
Processing: processor and memory

Body
Actuator
Payload

Others: ADSB transponder, Remote ID module

While the researchers do not focus on physical threats in this work, cyber threats to other hardwa
componentsuch as the sensors, actuators, and processing elements would be very relevant.
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Figurel. Components of UAS.

4.2.2 UAV Software

The software components of UAV include software programs installed in the UAV, suchfiastiere,
operating system, and application programs that are eithengtedled or possibly installed by the user
(e.g., to control a special payload).

4.2.3 Ground Control Station (GCS)
Ground Control Station includes the system that controls the UAV rgniaim the ground. It consists of
hardware and software of the remote site/controller and the operator (e.g., human pilot).

4.2.4 Network/Communication Link

This includes communication networks and channels, and protocols used in UAS. This mainly refers t
droneto-GCS communication, but it also includes draa@rone, drone/GG$o-server communications,

and communications to services such as GPS. Such cdoations may take place over Wi, Ad-hoc
Networks, cellular, or other networks depending on the application and environment context.

4.2.5 Server/Cloud
Server/Cloud refers to remotely located cloud servers or services that store information regardinghUAS su
as flight logs and registration information.

4.3 Threat Landscape Organized by UAS Components

This section covers a wide range of attacks against UAS that were identified in the literature. The attacl
are categorized by the targeted components of the B&Shown in section 4.2, we have 5 categories for
UAS components. Potential threats against each category of UAS component are discussed below. Comn
Weakness Enumeration (CWE) is the community developed list of software and hardware weakness typs
mainiined by MITRE [100]. Existing CWEs relevant to each threat are also listed.
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4.3.1 UAV Hardware

A UAYV contains various hardware components. Hardware attacks encompass any attacks against hardw
components to make them malfunction or be manipulated by #dukets. Attacks in this category mostly
focus on the parts whose role is to perceive the environment: sensors. In addition to the physical hardwa
attacks can target related algorithm, which is responsible for processing the raw data. Two major attac
targeting hardware are jamming and spoofing, and they are labeled with the different kinds of hardwal
components.

Tablel0. Threats to UAV Hardware.

Attack Method of
Reference Attack  |Description Relevant CWEs
Synthesizing and transmitting a false G
signakto deceive a target GPS receive
Spoofing- location; Meaconing refers to capturing|- CWE-346: Origin Validation Error
HW-S/GPS legitimate GPS signal and rebroadcasti|- CWE-940: Improper Verification of
GPS . . . o
with a delay, affecting the timing Source of a Communication Channe
estimation and ultimately the GPS
receiver's location.
Spoofing- |Compromising a computeontrolled
HW-S/OS |Other sensor by reporting false datallected by|- CWE-346: Origin Validation Error
Sensors the sensor instead of the actual data.
HW- Spoofing- |Broadcastingllegitimate or modifying |- CWE-346: Origin Validation Error
S/ADSBID ADS-B, legitimate broadcast messages such agy- CWE-940: Improper Verification of
Remote ID |ADS-B, Remote ID Source of a Communication Channe
. Sending signals (e.g electronmagnetic){- CWE-346: Origin Validation Error
HW- Spoofing- . : : e
S/ADSBID |Actuator an attempt to spoof signal going from th- CWE-940: Improper_Verlflcatlon of
controller to the actuators. Source of a Communication Channe
- CWE-400: Uncontrolled Resource
Jamming - Transmitting signals to impede receptigConsumption
HW-J/GPS GPS of GPS signal (i.e., impacting GPS - CWE-406: Insufficient Control of
availability). Network Message Volume (Network|
Amplification)
Jamming - Spamning signals towards a drone's
mounted sensors in an attempbtdput |- CWE-400: Uncontrolled Resource
HW-J/OS |Other . . :
Sensors unre!lable/unstable environmental Consumption
readings.
Fill ADS-B frequency band with noisy |- CWE-400: Uncontrolled Resource
HW- Jamming - [signal, or spammingigh volumes of Consumption
J/ADSBID ADS-B, ADS—I_B broadcasts in the hopes of - CWE-406: Insufficient Control of
Remote ID |jamming a target UAS's Network Message Volume (Meork
receivertfransceiver Amplification)
Spamming signals (e.g electronmagnet- CWE-400: Uncontrolled Resource
HW-J/A Jamming - |in an attempt to perform a denial of Consumption
Actuator service on the link between the controll{- CWE-406: Insufficient Cornbl of
and actuators. Network Message Volume (Network
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Amplification)

- CWE-693: Protection Mechanism
Physically flashing the firmware, and |Failure

HW-FF Flrmware replacing it with a modified, potentially (- CWE-1191: Exposed Chip Debug
Flashing s . ) -
malicious version. and Test Interface With Insufficient ¢
Missing Authorization
Supply - CWE-506: Embedded Malicious

Gaining control of suppliers to modify

HW-SCA |Chain
hardware components

Attack

Code
- CWE-507: Trojan Horse

Jamming: If the attackers can add the noisy signal into the medium (e.g. radio signal, sound, etc.), th
receiver may not be able to differentiate the correct signal from the noise, resulting in the state-of-denial
service.

GPS: Attackers can jam the &receiver by filling the radio frequency band with noisy signals. As it is
known that GPS signal for civilian use is neither encrypted nor authenticated, the receiver can be jamm
when the noise signal is as strong as legitimate signals from satélthesvactim UAV. Many recent UAS

have a failsafe mode when GPS signal is not available (e.g., the signal is too weak) or not recognizable.
known course of actions triggered by fadfe mode might be exploited. Jamming GPS can be achieved
without justapplying noise signals. Moser et al. conducted experiments to show that GPS signals can t
canceled [74]. They could craft and apply a signal that appears identical in shape to the legitimate signal |
is actually ouof-phase. This makes the signals teemdestructive interface.

ADSB/Remote IDSimilar to GPS, radio frequency band is used for ADfrotocol and also expected to
be used for Remote ID. If those frequency bands are filled with noise, it is possible that they cannc
recognize the legitimatsignal either.

Other sensorsOther than transceivers mentioned above, UAS may include other sensors such as Electr
Optical (EO) system, LIDAR, radar, etc. Deceptive jamming, for example, is that the attacker sends puls
to the target radar which hdsetsame frequency and similar power as a typical reflected pulse from actual
objects, thus resul ti ngltispossifleahatare otbebsersar ¢osld be janonmad r
if the medium that signal is being carried with is filled with imbut noisy signals; although it is not as
easy as the case for radio frequency. Son et al. showed thatBléatooMechanical Systems (MEMS)
gyroscopespart of Inertial Measurement Unit (IMWan fail when a strong signal, whose frequency is the
sane as the resonant frequency of the gyroscope, is applied [95]. As they found that many commercial
available gyroscopes have resonant frequency in audible frequency (AF) range, they could demonstrate
attack by placing a speaker close to the MEMS sgmpe.

Actuators:Actuators, such as motors and payload, are controlled by the flight controller. If the attacker ha
access to the controller or the connection between two, they can attempt jamming by spamming noisy sign
or sending messages not exeblgaby the actuators. This may result in halting or even cause permanent
damage. It requires the attacker to take control of the flight controller or connection prior to jamming, thu:
it adds a higher obstacle from the attackersoé |

Spoofing: Beyond the jamming attack, where noise signals interfere with the legitimate signal, the goal of
a spoofing attack ithat the target recognizes the signal from the attacker as a legitimate input.
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GPS:When attackers can generate and apply their own signtile GPS receiver, the victim can be misled
about location. As creating and synthesizing radio signals becomes easier with SD#¥ized Radio
(SDR), spoofing the GPS could be accessible to more potential attackers. Noh et al. shows that GPS spoof
can be used as a defense to deny a UAS from the designated area by spoofing their GPS [82].

ADSB/Remote IDBecause ADSB and Remote ID protocols assume users are compliant with the rules,
their message formats are public, and messages are not enciyptiedr against the attacker is not high
enough to prevent spoofing attacks against AD&d Remote ID transponders. Attackers can forge and
broadcast the messages with fake information. Manesh et al. did experiments upon a simulation platfor
that they cald inject false ADSB message to create ghost UAS, causing nearby UAS to deviate abruptly
to maintain wellclear zone [62].

Other sensorsSensors process the raw data and output the measurement by applying relevant physics.
attackers can override thegitimate input with the maliciously crafted raw data, sensors can be deceived
and output incorrect measurements. Nashimoto et al. showed that a known-h#dddey reference
system (AHRS) algorithm used for inclination measurement can be spoofedipulaing noise level in
sensor input [78]. Sensor fusion, where a measurement output is decided by multiple sensors, can be deel
as a defense strategy. However, Dash et al. demonstrated that even a sensor fusion algorithm protected
certain intrusbn detection system (Control Invariant by Choi et al. [15]) can be spoofed if the attacker use:
a crafted data set for sensor input [20]. Beyond jamming using resonant frequencies demonstrated previc
works, Trippel et al. showed that resonant frequeacybe used to control the MEMS accelerometer [104].
Optical sensors such as cameras are also used to determine movement of system. Davidson et
demonstrated that optical flow system, which is downwacthg camera to the ground, can be spoofed by
projecting forged image using projector or laser. Because the algorithm in the UAS in their experiment:
assume the ground image is stationary, the victim UAS is drifted if the algorithm recognizes the projecte
image as legitimate input and that image is indewatly drifted [22].

Firmware Flashing: Firmware flashing includes that the attacker replaces the firmware of any hardware
components with a malicious version via physical access. Modifying the firmware remotely via the chair
of vulnerabilities in softwar will be discussed in the software section.

Supply chain attack: Supply chain attack in hardware includes external attackers, as well as malicious
suppliers, gain the access to the manufacturing process for a certain hardware component, resulting
prodwing physically flawed products. If those components are not examined and are crucial fol
maneuvering or executing missions, a propeller for example, it might cause the failure in completing th
mission. The cases when the components containing malicidwease are supplied are classified as
software attacks.

4.3.2 UAV Software

The operating system would take a major part of UAV software, but there would be other firmware or
microcontrollers for sensors, motors, communications, etc. Control and application software are also anotr
major category.

Injection: Without modifying ®ftware, attackers can inject malicious code via legitimate 1/0 channels of
software. In addition, attackers can put erroneous or disguise data in the database. If the software count
as normal data, it can trigger malicious behavior when it is read>audited.

Buffer overflow:Buffer overflow is a welknown vulnerability category in cyber security, caused by poor
memory management. Using buffer overflow, attackers can write over the memory of the application an
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break the execution path. Although various defense strategiasaalable, each of them has overhead and
it might be critical for applications in reime. Habibi et al. targeted a specific platform (Ardupilot Mega
2.5) and exploited buffer overflow vulnerability in the running code [36].

Malware: Attackers can infet the software with malwares when the UAS is connected, via physical ports
(e.g., USB) or wireless channels. After being infected, malwares can actively cause issues, or passive
infect other software and gathering information, or stay inactive thectilbatad only if specific conditions

are met to maximize damage (e.g., on a mission;dékanding)

Firmware modificationOne of the ways to modify firmware is mentioned in the previous section through
physical tampering. Another way to achieve thaalgremotely is using the firmware update process.
Without proper authenticity and integrity check, attackers can upload a modified version after they analyz
the official firmware by disassembling and reveesgineering.

Battery draining:If an attackersucceeds in gaining the privilege to execute commands, they can simply
load a heavy process to keep the processing unit working with the highest clock speed. In another scena
attackers would try to preventeepembdaensbyi wak:
UAS up by sending an input whenever the victim is about to sleep. This will cause abnormal increase |
energy consumption and in turn, the duration of operation may deteriorate.

Supply chain attackAs introduced in the havehre section, similar attack surface exists in the supply chain
of software. Attackers, including malicious suppliers, can infiltrate the repository for software to be
delivered to drone manufacturer, or firmware to be installed in the part they supplyar®auch as
backdoor, worm, etc. can be installed. Unlike supply chain attack in hardware, the same attack in softwa
regime would be more difficult to detect because the inspection is limited for software.

Tablell. Threats tdJAV Software.

Attack [Method of
Reference| Attack |Description Relevant CWE

Introducing additional instructions with

Code malicious intenti(e., Sensor Parsing, Control|_ CWE:77: Improper Neutralization

Shise Injection |Algorithm Adjustment, Memory Leaks, and of Special Ellements used_ na ,
S Command ('Command Injection’)
Structured Query Language injection).
" I . - CWE-943: Improper Neutralizatior
SW.DI Database |Exploiting databaseulnerabilities, typically by of Special Elements in Data Query

Injection |adding erroneous data .
Logic

Modifying the firmware to get to the ultimate
Firmware [target. Requires acquiring samples of an
SW-FM |Modificati |official firmware update, then analyzing,

on disassembling, and attempting to infer the
method used by the device to validate upda

Causing the system to rapidly exhaust its
battery by forcing it to never sleep or to
executgobs with high computation power
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Buffer Caused by overwriting the memory of - CWE-119: Improper Restriction of
SW-BO application to change the execution path of |Operations within the Bounds of a
Overflow . . .
program that exposes private information |Memory Buffer

Infecting software of the system with deliber,
Malware g o e
SW-MI : harmful intent by exploiting vulnerabilities in
Infection -
software that are unknown or not fixed yet

Supply Gaining access to supplier computers and |- CWE-506: Embedded Malicious
SW-SCA ([Chain modifying the firmware, e.g., priastalling Code
Attack back doors, malicious code, etc. - CWE-507: Trojan Horse

4.3.3 Ground Control Station (GCS)

GCS can have various formfrom single human pilot with a remote devicesarartphone as a remote, to

a large ground facility with multiple operators that manage a fleet of drones. As GCS consists of huma
operator(s) and control station, attack vector.
Even if a UAS idully autonomous and no human pilot is needed, human operators who plan and manag
the ground station can still be targeted. The second part, control station, can be viewed as a standal
cyberphysical system, with its own hardware and software, realysi Further categorization by
0hardwared6 and 6ésoftwared in GCS, however, mi g
team considers GCS as a whole and connects methods of attack directly with it.

Because GCS communicates with both UA\d &erver via network link, attackers might leverage this
connectivity to attack GCS remotely. If attackers have a remote access to the remote device, they can util
known or zereday vulnerabilities to perform various kinds of attacks on GCS. It caft resattackers
having access with higher privilege (e.g., root), cutting connection with the UAV by forcefully quitting
running applications, and gathering information stored in the device. Smartphones, which is currently c
great interest for attackersan be in danger if security updates are not performed timely, because the cycle
for new attacks and responding patches occurs faster than other areas. Furthermore, the platform where
application for controlling a UAV is distributed is well known aratessible to attackers, therefore they
can download the application, analyze it, and find security vulnerabilities in them.

Human factors have been a main subject of eglttacks- scam, phishing, wrong choices for passwords,

etc. Many traditional and esting techniques can be used to draw human errors, including leaking
passwords, installing malware, and even causing incorrect maneuvering by human pilots.

Table12. Threats to GCS.

Attack
Reference| Method of Attack |Description Relevant CWEs
Infecting GCS with remote
access tool, allowing - CWE-506: Embedded Malicious Cod

CISSARE Rl EEEEE: attackers to take remote |- CWE-507: Trojan Horse

access of drone

- CWE-506: Embedded Malicious Cod
- CWE-507: Trojan Horse
- CWE-511: Logic/Time Bomb

Forced quitting Crashing GCS application,

GCSFQA application losing link with drone
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Extracting potentially
sensitive information store
Ir?otGria’tiilthtir(;?cl)itelzng 0o, CWE-506: Embedded Malicious Cod
GCSDE |Data exfiltration g - CWE-507: Trojan Horse
operations (e.g., data :
- CWE-512: Spyware
streams, sensor
measurements/location,
passwords, etc.)
- CWE-328: Reversible On@/ay Hash
Recovering password from- CWE-261: Weak Encoding for
GCSPB |Password Breaking |data that has been stored iPassword
the device - CWE-693: Protection Mechanism
Failure
Reverse engineering can - CWE-318: Cleartext Storage of
: . |performed on the GCS Sensitive Information in Executable

Reverse Engineering o : . . .

.2 application to find - CWE-656: Reliance on Security
GCSRE |GCS Application/ o :

Software hardcoded authentlcan_o Through Obscurlty N
tokens, or other potentially|- CWE-615: Inclusion of Sensitive
sensitive information Information in Source Code Comment

- CWE-359: Exposure of Private
Manipulating technique to |Personal Information to an Unauthori
GCSSE |Social Engineering |exploit human error to gainActor
private information/ accesy- CWE-640: Weak Password Recover
Mechanism for Forgotten Password

4.3.4 Network/Communication Link

Network links are wireless communication channels used in UAS, which attackers would actively searc
for any vulnerabilities to break in. Because both command and data are transferred via network link
compromised networks wouldad to information leakage and even losing control of UAS. Technical detail
for a network link attack would be greatly dependent on the protocol used for communication. Howevel
attacks against network links are mostly categorized based on what cegsathitit the attacker has upon

the communication between legitimate sender and receiver as it will help understand the new attacks in

future regardless of protocols.

Tablel3. Threats taNetwork/Communication Links.

attack is similar, although it selective
drops packets, instead of dropping a

packets.

Attack Method of
Reference Attack Description Relevant CWEs
Black hole attacks involve a - CWE-284: Improper Access Contr
malicious/compromised node within §- CWE-290: Authentication Bypass
network to become a central routing |Spoofing
NL- [Black Hole/Gray |point, and then to begifropping all |- CWE-400: Uncontrolled Resource
BH/GH |Hole packets sent to the node. A gray hol§Consumption

- CWE-406: Insufficient Control of
Network Message Volume (Networl
Amplification)
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A wormhole attack involves two or
more malicious/compromised nodes,

- CWE-284: Improper Access Contr
- CWE-290: Authentication Bypass

NL-W |Wormhole and entails one node tunneling packdSpoofing
to another node, instead of taking thg- CWE-300: Channel Accessible by
broadcasted route. Non-Endpoint
- CWE-284: Improper Access Contr
, - CWE-290: Authentication Bypass
An adversary registers many fake .
identities in an adhoc network. Has th Spoofing
NL-Syb |Sybil L . ' . |- CWE-300: Channel Accessible by
potential tampact voting outcomes in .
FANET routing protocols Non-Endpoint .
- CWE-694: Use of Multiple
Resources with Duplicate Identifier
- CWE-284: Improper Access Contr
Adversary advertises itself as best rg- CWE-290: Authentication Bypass
NL-Sink [Sinkhole in network- has the potential to modiffSpoofing
drop or delay packets. - CWE-300: Channel Accessible by
Non-Endpoint
Intentional physical interference with|- CWE-400: Uncontrolled Resource
NL - Radio the reception of a required signal; thgConsumgion
REJam Frequency (RF) |adversary needs to be in vicinity of |- CWE-406: Insufficient Control of
based Jamming |nodes to use a strong enough signal|Network Message Volume (Networ}
jam the wireless channel. Amplification)
Intentionally flooding host's network |- CWE-400: Uncontrolled Resource
Protocol-based |. : :
NL-  |Jammin interface with protocol messages, |Consumption
g includes ping floods, TCP handshakg- CWE-406: Insufficient Control of
PBJam |(Message . ) :
: flooding, etc. to result in deniadf- Network Message Volume (Network
Flooding) 2 e
service in network Amplification)
- CWE-284: Improper Access Contr
De Sending network protocol messages|- CWE-290: Authentication Bypass
NL-D authentication de-authenticate legitimate GCS, culttiiSpoofing
the link between UAV and GCS - CWE-276: Incorrect Default
Permissions
- CWE-300: Channel Accessible by
Non-Endpoint
: . o - CWE-319: Cleartext Transmission
Listening to networlcommunication tg " .
Packet ain access to private information an of Sensitive Information
NL-PS/A |25 _|gaihac P - CWE-497: Exposure of Sensitive
Sniffing/Analysis|analyzing patterns to deduce .
information System Ir_1format|on tan
Unauthorized Control Sphere
- CWE-523: Unprotected Transport
Credentials
- CWE-259: Use of Hargtoded
Guessing or otherwise determining Password
Password g ) 98 _CWE-327: Use of a Broken or Rist
NL-PB . password in documentation or brute . :
Breaking Cryptographic Algorithm

force attack.

- CWE-522: Insufficiently Protected
Credentials
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- CWE-759: Use of a On&V/ay Hash
without a Salt

- CWE-760: Use of a On®&V/ay Hash
with a Predictable Salt

- CWE-261: WeakEncoding for
Password

- CWE-328: Reversible On@vay
Hash

- CWE-521: Weak Password
Requirements

NL-PitM

PersonlIn-The-
Middle

Connecting independently to two
computers that are part of the systen
with the purpose of

eavesdropping/manipulating messag

- CWE-284: Improper Access Contr
- CWE-290: Authentication Bypass
Spoofing

- CWE-300: Channel Accessible by
Non-Endpoint

- CWE-940: Improper Verification of
Source of a Communication Chann

NL-CJ

Command
Injection

Accessing a target control unit or
network to execute a command with
malicious intent.

- CWE-77: Improper Neutralization (
Special Elements used in a Comma
(‘Command Injection")

- CWE-78: Improper Neutralization
Special Elements used in @%
Command ('OS Command Injection

NL-M

Masquerading

Malicious node pretending as a
legitimate node

- CWE-290: Authentication Bypass
Spoofing

- CWE-923: Improper Restriction of
Communication Channel to Intende
Endpoints

- CWE-266: IncorrecPrivilege
Assignment

- CWE-287: Improper Authenticatiof

Observing and recording a

- CWE-294: Authentication Bypass

NL- Replay Attack |communication sequence to replay it Capturereplay
ReplayA play d PRaY I cwE-290: Authentication Bypass |
later to spoof the system ,
Spoofing
. L : - CWE-294: Authentication Bypass
Capturing a communications signal g
NL- lRelay Attack  |relaying it through a longeange Capturereplay
RelayA y ying It throug gemng - CWE-290: Authentication Bypass
communication .
Spoofing
- CWE-119: Improper Restriction of
Operations within the Bounds of a
- Memory Buffer
Gaining network access and - CWE-682: Incorrect Calculation
NL-F [Fuzzing bombarding the target with message '

observe which one has a physical eff

- CWE-665: Improper Initialization

- CWE-707: Improper Neutralization
- CWE-691: Insufficient Control Floy
Management
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Routing: The attackers can change the route of communication traffic in order to hinder messages beir
delivered or broadcasted properly. Althowgimtents of messages may not be revealed, there can be serious
threats to UAS on the mission if command messages do not reach out to the UAS. This kind of attac
includes black/gray hole, wormhole, sybil, and sinkhole attacks. To launch these attgpksallytstarts

with placing one or more malicious nodes in the network, which are pretending to be legitimate nodes.
they succeed in attracting the traffic, they can drop, delay, or redirect the acquired packets.

Jamming: The other way to obstruct the communication traffic is jamming. Two jamming methods are
introduced here. First, RBased jamming is the same method as the one introduced in hardware attacks. |
the communication protocol and its radio frequency band arerkmo the attackers such as-Wj 4G/5G
cellular network, mmWave, as well as control and command (C2) communicatiorBaador , they can
interfere by sending strong noise signals to jam the channel. Secondly, phateedljamming is similar

to wel-known distributed deniadf-service (DDoS) cyberattack to web servers. The attacker sends a flood
of messages or access requests to the network, resulting in the legitimate messages not being proce:
while the host handles the false messages and dbeies

De-authentication: When the connection is not properly secured, attackers can perforaughéatication
attack by sending protocabmpliant messages to the host. If it succeeds, the existing connection is cut, an
the host makes a new connection with the attacker. Ptlzinshowed that UAS receives forged messages
that are not from currently connected GCS if the connection is established upon User Datagram Protoc
(UDP), by adjusting the internal sequence counter embedded in the message [43].

Eavesdropping Without dsrupting the connection, attackers might passively listen to the communication
and record the signals. With accumulated data, they extract private information or deduce information k
analyzing patterns even if the messages are encrypted. The papesist idhshowed that when flickering
illumination is applied to the object and if it is filmed and streamed by UAS, the information (flickering)
can be checked from encrypted video stream sent by UAS without decryption [79]. In addition, attacker
can utlize the captured messages because they are written by a legitimate sender, to use it later (rep
attack) or to send to a distant entity (relay attack).

Modification and fabrication: The attacker is connected to both legitimate sender and receiver
independently for Persem-the-Middle attack. They can relay messages between them then victims believe
that they are communicating directly to each other. Moreover, the attacker can even forge or modif
messages to confuse the victim. When the attackerdagmaility of sending their own fabricated messages,
the threat to UAS becomes most serious and imminent as the attacker can perform command injection atte
meaning the attacker takes full control of the UAS.

Masquerading: As explained previously, prding to be a legitimate node in order to draw connections
from victims can be a base to launch other attacks. If this masquerading attack is successful, it means t
the victim trusts the attacker, which can ultimately lead to handing over sensitiireatibn to attackers.

Fuzzing: Different from other attacks, fuzzing is when the attacker repeatedly generates messages and s

whether the forged message affects the victim. The attacker can perform the fuzzing attack without pric
knowledge of the pttocol or security defenses.
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4.3.5 Server

The information stored in the remote server or cloud can be of interest to attackers. It spans data collect
during flight such as flight logs, video footage, and private information about operators. Attacking server
connected to the Internet is a classic subject of egttacks and existing techniques will also apply to
servers for UAS. Attacks on servers can occur anytime regardless of UAS operation phases. Although t
rules related with remote servers are nolided in the final rule on Remote ID regulation, it is possible in
the future that servers can serve a role to broadcast the location of a UAS. If so, successful attacks on ser
will impact UAS on the flight in reatime.

Tablel4. Threats to Server/Cloud.

Attack Method of
Reference| Attack [Description Relevant CWE
Attacker is able to exfiltrate video feeds_ CWE-284: Improper Access Contrd
Data live camera feeds, or other potentially :
SRV-DL e . =~ |- CWE-922: Insecure Storage of
leakage sensitive information from theloud/third " :
Sensitive Information
party server.
Pilot Attacker is able to leak the identity of th- CWE-284: Improper Access Contro
SRV-PIL |identity pilot, or other personal sensitive - CWE-922: Insecure Storage of
leakage information related to thBJAS pilot. Sensitive Information
Location Attacker is able to leak the current (or | CWE’284E Improper Access Contrg
SRV-LL . - CWE-922:Insecure Storage of
leakage past) location(s) of a drone. " )
Sensitive Information

4.4UAS Operation Phases

In the preceding cyber threats to UAS components were considered. The team organized the threats aro
different operational phases of a UAS introduced in Section 2.4. A pidiepattion is shown in Figure 2

below.
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4.5Threat Landscape from the Lens of UAS Operations
Threats to UAV were considered in all UAS phases efrajon. Table 15 summarizes the UAS phases of
operation that we considered along with its brief description.

Table15. UAS Phases of Operation.

UAS Phases of Operation Description
Flight Planning (both Check for flight plan, navigation plan, receive all
for manual and clearances that are required. Familiarize with all reley
PreFlight/ autonomous) information

Mission Planning

Programming flight
(autonomous only) Establish communication between UAS and GCS.

Ground station Complete the flight report.

Flight controls allow the UAV to be controlled by eithe

Flight controls human pilot or automatically via a computer.
Preparation Datalinks Establish data link communication between GCS and |
/System Checkg
(applicable at Check GPS devices and verify that it could operate €
almost all phase| GPS free.

of mission/flight)

Check for all other sensors: barometer, altimeter, com
Sensor camera.

UAV should operatavith sufficient battery/fuel to
Power- battery/fuel complete the flight/mission and be properly mounte

System checks (simild Check for every component/ value from the UAV syst

to those noted above components.
Altimeter verification Check for UAV'saltitude above sea level
Launch Flight When UAV is on air.
Manual Manually control UAV on launch.

Autonomous Flight
plan verification Verify actual flight path with the one that was planne

Mission/Applicati Data Relay Telemetry Record and relay reading of instruments

on/Flight
(Communication)

Payload data Video
relay Transfer video feed from UAV to GCS.
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Payload data Sensor

Information Communicate information/data about the payload.
Manual Land the UAV safely by auman.
Return to Land
Autonomous Safely land the UAV without human intervention.

Fill up flight report including altitude flown, mission
Ground Station overview, frequencies used in communication, flight ti

Post Flight
Data Download Download the flight datrom UAV
In case of emergency concerning safety of person
Others property UAV performs a set of procedures relating

UAV, equipment and weather minimums to the exte
Emergency Procedurg required to meet the emergency.

Risk is determined as pseverity and likelihood (or probability) of the outcome. There is a risk in each
phase of UAV operations. These are defined as per current version of FAA Order 8000.369, Safe
Management Systef$SMS).

Likelihood matrix: Likelihood is defined as tlestimated probability in quantitative or qualitative terms, of
a hazardodés effect or outcome. It defines the o

Tablel6. Expected Occurrence Rate Probabilities.

Operations: Expected Occurrence Rate (per operation / flight
hour / operational hour3)

Quantitative (ATC / Flight Procedures / Systems Engineering

Frequent (A) X6ctWyWeb626CW=ZE=Z0=Z1lcC
Probable (B) 0=Zulc=0iii=Zv=X8ct WHIOROE 6C
Remote (C) 6=ulczZ06i i YiiizZv=X8ctWyWabae
6=ulczZ06i YiiiYiiizZv=Xect W

Extremely Remote (D) 1,000,000,000
Extremely Improbable (B 0 =uUc =0 Yi i i YiiiVYiiiZ=Zv=X6cd%U
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Severty:Sever ity i s the consequence or i mpact of a
or harm.

Severity Legend:

5: Minimal: Discomfort to those on ground.

4: Minor: Nonserious injury to < 3 indicators fail.

3: Major: Nonserious injury to >3 idicators fail.

2: Hazardous: Proximity of less than 500 ft to manned aircraft. Serious injury to individuals other
than operators.

1: Catastrophic: Collision with manned aircraft or fatal injury to-oparators. Fatality or fatal
injury.

O¢ O¢ O¢ O«

(@]

Risk: Risk is thecomposite of predicted severity and likelihood of the potential effect of a hazard. Hazards
are categorized into three levels: high risk, medium risk, and low risk. Risk levels are determined using
risk matrix. Risk on each phase of UAS helps to pra#ithe mitigation strategy.

A risk matrix was used to assess the risk based on likelihood and severity of attack. Safety risk managem:
policy OFAA order 8040.46 was used as a basel i

Figure3. Severity vs. Likelihood Matxi
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